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ABSTRACT 
 The performance comparison of two Markov models namely the 

Baum Welch Algorithm based HMM and Semi Hidden Markov 

Model has been evaluated for a DS-CDMA link in this work. 

The simulation includes the effects of AWGN, Multipath and 

Multiple Access Interference.  Validation includes a comparison 

of the run-length statistic for the original and regenerated error 

sequence from estimated models. The SHMM approach is seen 

to be capable of developing a more accurate model as compared 

to the BWA. The length of number of symbols processed at a 

time does not affect the accuracy in both the methods. 

Categories and Subject Descriptors 
I.6.5 [Simulation and Modeling]: Modeling Methodologies; 

I.6.6 [Simulation and Modeling]: Simulation Output Analysis; 

H.3.4 [Information Storage and Retrieval]: Performance 

Evaluation (efficiency and effectiveness) 

General Terms 
Performance, Design, Algorithm. 

Keywords 
Discrete Channel Model, CDMA, Hidden Markov Model, Baum 

Welch Algorithm, Run length vector, Log likelihood  

 

1.INTRODUCTION 

CDMA technology based on spread spectrum system has strongly 

linked as a common platform on which 2G and 3G wireless 

systems have developed, and currently even in the roadmap to 4G 

wireless, CDMA has emerged as a strong contender to be a 

significantly rapidly growing technology.  The assignment of the 

same time and frequency allocation in a given RF band with 

separation in the code domain via unique orthogonal pseudo-

random spreading leads to several advantages. It not only  

enables the reuse of frequencies in every cell, but leads to other 

benefits like mitigation of multipath fading and interference, soft 

handoff capability,  the ability to exploit voice activity and 

increase in spectrum usage[1]. CDMA systems are widely 

deployed and also serve as building blocks for more advanced 

systems.  

The performance evaluation of CDMA system through simulation 

has been widely popular in the literature [2, 3, 4]. In the 

simulation of any digital communication system especially in 

wireless environment, one of the most computationally 

exhaustive blocks is the modeling and analysis of the multipath 

fading mobile radio channel.  Several performance measure 

evaluation of the system such as BER, dynamic signal processing 

blocks, channel correlation properties, network protocol 

designing, error control coding, handoff algorithms, estimation of 

packet error rates etc are highly dependent on the channel 

modeling employed. Broadly we have the waveform channel 

model (WCM) and Discrete Channel Model (DCM) approaches 

for this purpose. Basically DCM is a high level abstraction of the 

physical WCM and this reduces the computational burden a lot 

reducing the simulation time as well. The discrete channel 

models are simulated at symbol rate while the waveform level 

simulation operates on sample-by-sample basis which is 8 to 16 

times the symbol rate [5]. In DCM, the main interest is to model 

the temporal correlations that create burst errors. Such generated 

error sequences are used to capture the channel as a finite state 

system. Thus the simulation of the whole physical channel is 

entirely avoided making the approach computationally efficient 

and appropriate in the context of all digital transmissions. Gilbert 

[6] had initially proposed the two-state model for the discrete 

channel while Fritchman‟s state partitioned model [7] also 

gained wide usage in this area. In this model there is more than 

one good state and only one state has error with probability of 

one.  Fritchman partitioned the state space into n good states and 

N-n bad states. The different partitioning schemes are provided 

in [8]. 

 

Hidden Markov Model (HMM) is one of the most popular 

amongst all DCM approaches being used in wireless channel 

modeling. Even otherwise, HMM is an established powerful 

mathematical model with a wide range of other applications 

including signal processing, speech recognition, pattern 

recognition, wavelets, queuing theory and others [9]. It has the 

capability to model a set of ordered observed data generated by 

any unobservable statistical process.  Several types of results 

based on error patterns are analyzed using HMM technique in 

different wireless system applications as discussed in [10, 11, 

12]. An approach for constructing HMM model for burst errors in 

GSM and DECT channels is provided in [13]. A HMM technique 

for a fast and accurate simulation of error patterns in wireless 
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communication systems is presented in [14]. To train HMM for 

discrete channel modeling a hybrid approach using genetic 

algorithm (GA) and simulated annealing (SA) is proposed in 

[15]. 

 In this work we investigate specifically the HMM based discrete 

channel modeling approach for the analysis of a CDMA system 

with respect to some of its system parameters like spreading 

factor, number of interferers, ratio of bit energy to noise PSD, 

etc.  We also explore the validity of two of its important 

estimation techniques namely, the Baum-Welch Algorithm 

(BWA) and Semi-Hidden Markov Model (SHMM) and present a 

comparative analysis of these two schemes with respect to the 

CDMA system model. Specifically the log likelihood and mean 

square error (MSE) for the predicted model have been used as 

the comparison criteria. 

 The rest of the paper is organized as follows. In section 

II the two popular methods of parameter estimation for Hidden 

Markov model are discussed. Section III presents the application 

of these two approaches in a CDMA system model along with the 

simulation details used for generating the error sequence for 

Markov model validation and implementation. Some simulation 

results are depicted in section IV and finally conclusions are 

summarized in section V. 

 

2.ESTIMATION OF HMM PARAMETERS  
A Markov model representation of a discrete channel is strongly 

dependent on the Transmitter/Receiver pair as well as the 

underlying waveform channel that is a part of the communication 

link. The estimation results will strongly be dependent on the 

specific system being modeled. Even for the same system, 

several parameters may play a role. To study this aspect, two 

different estimation techniques are investigated and for a specific 

CDMA system the comparison results are shown. The flow graph 

for BWA and SHMM is shown in Figure 1 and Figure 2. 

 

2.1   Baum-Welch Algorithm 

In this section we represent the Baum-Welch algorithm (BWA), 

the most efficient and prevalent method for the estimation of 

three important parameters, state transition matrix ][A , error 

generation matrix ][B and  i  (expected number of times in 

state si  at time t = 1). The error sequence is consisting of the 

combination of 0‟s and 1‟s. The implementation of BWA 

involves the computation of the “forward variable” and the 

“backward variable”. The calculations of the forward and 

backward variable are described in the following steps [5]. 

 

1. Assume the initial model   ,    

2. With   ,  as the model, we first define the forward 

variable as the probability of partial observation sequence in 

state si  at time t given the model , i.e.  

                                         
(1) 

and , then the backward variable  

 

                                
(2) 

for  Tt ,....,2,1  and Ni ,......,2,1 . 

 

Forward variables: 

Initialization:        

   Ni ,.....,2,1                            

     (3) 

 

Induction: 

                                 
(4) 

where,  ,11  Tt    Nj 1  

 

Termination:   

                                             
(5) 

As,

                      (6) 

where,  is 

an error sequence obtained through the simulation. 

 

Backward variables: 

Initialization:  

  ,1iT    Ni ,.....,2,1                                                    

(7) 

Induction: 

                                                
(8)   

where,  ,11  Tt Nj 1  
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3. Next compute  it : 

 
                                                                          (9) 

4. Next compute  jit , : 

                                                                                      
        (10) 

 

5. Now the parameters are estimated as follows: 
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           Figure 1: (Flow graph – BWA) 

 

2.2   Semi Hidden Markov Model 

The motivation for the Semi Hidden Markov Model is that it 

leads to a substantial reduction in the time required to derive the 

model from simulated data. The input data to this model is in the 

form of a runlength vector and hence the length of input sequence 

is greatly reduced. Only two parameters out of three as in the 

case of BWA are required to be estimated, namely state 

transition matrix ][A and  i  ( expected number of times in 

state si  at time t = 1). Similar to BWA, it also involves the 

calculation of forward and backward variables.  

   

 

3.   THE CDMA MODEL 

CDMA is an interference limited system and the near-far effect 

is also a big obstacle in this system. Hence a perfect power 

control is assumed here and at receiver each signal has the equal 

average power. The simulation of CDMA system also includes 

the effect of Additive White Gaussian Noise (AWGN). Users 

other than the desired user act as interference. As shown in 

Figure 3, the effects of the simultaneous presence of desired user 

signal, interfering user signal and AWGN noise has been 

considered in the channel. 

 

             

                      

      Figure 2: (Flow graph – SHMM) 

 

The desired as well as interfering users use the Direct-sequence 

spread spectrum (DS-SS) followed by BPSK  modulation before 

the transmission of the signal into the wireless channel. The 

effect of multipath delay in a Rayleigh fading environment is 

incorporated in the simulation. The delays of each multipath 

component are limited to integer multiples of chip duration. For 

the modulation of user‟s symbol, Binary Phase Shift Keying 

(BPSK) scheme is used.  The user‟s information signal is 

multiplied by the user‟s spreading sequence to produce a spread 

spectrum signal, which is then transmitted into the channel. 

Circular shifted PN- sequences are used for the spreading and 

dispreading operation. A simple correlation receiver is assumed. 

At the receiver, it correlates the incoming signal with the user‟s 

spreading signal. Then user‟s information signal pass through the 

correlation receiver and simultaneously the task of rejecting the 

interfering users is also done by the receiver. 

 

Bit Error Sequence 

00000100000101000000 

 

BWA- 

 Input- Bit Error Sequence, 

No. of States, Total number 

of iterations. 

Model Parameters: 

A, B,

 

Error Runlength 

20  3  36  1  49  2  51  1 

0   1   0   1   0   1   0   1 

SHMM- 

 Input- Error Run length 

Sequence, Partitioned Initial 

Matrix, Total Cycles. 

Model Parameters: 

A,
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Figure 3: (CDMA Model) 

 

The desired signal and all MAI (Multiple Access Interference) 

signals are assumed to be chip synchronized at the receiver. The 

detected symbols and the desired symbols are compared and then 

Error Run and Error Vector are generated. These are used for the 

parameter estimation of an HMM model that would identify the 

CDMA communication link with respect to the error sequence 

generated. The simulation results for the process have been 

discussed in the next section.  

 

 

4.   SIMULATION RESULTS 

The error sequence generated by the CDMA model is used to fit 

HMM model using two approaches: the BWA algorithm based 

HMM and the Semi- Hidden Markov model. After the fitting, the 

new error sequence are regenerated by these estimated HMM 

models. The original error sequence and the regenerated error 

sequence are compared to establish the superiority, if any, of one 

method over the other. In the simulation, the spreading factor 

(SF) can be taken in form of 12 n , where n  is an integer 

less than or equal to12 . The number of Interfering users has 

been varied from zero to one less than the spreading factor (i.e. 

SF- 1). In this particular work, a 3-state Markov model has been 

assumed. The simulation was performed with 100000 symbols 

processed for a particular value of the ratio of bit energy to noise 

PSD of 5 dB. Blocks of 1000 symbols are serially processed at a 

time for maintaining a reasonable computational efficiency.  The 

Baum-Welch algorithm was tested upon by initial assumption of 

the following state transition matrix  Ain  , error generation 

matrix   Bin  and   iin  as follows:  

   

 

   

 

   

 

While for the Semi Hidden Markov model no initial assumptions 

are required. The error sequence generated by the CDMA model 

is directly applied to the SHMM algorithm. The log likelihood 

function log (  OPr ) is determined in each of the 

iterations of the estimation algorithms to test and compare the 

error sequences generated by the CDMA model. The results are 

as shown in Figure 4 and Figure 5 for the BWA and SHMM 

respectively. The figures show the variation of the log-likelihood 

function values with the number of interferers (NoI). For both the 

BWA and SHMM the number of iteration is limited to 20, as the 

log-likelihood values become constant after few numbers of 

iterations. During the simulations, in general it is found that the 

log-likelihood value become more negative as the number of 

interferers is increases, due to increases in the probability of 

occurrence of error. Although the simulation results here have 

been illustrated for 14 interferers but the analysis is easily 

extendable for more number of interferers. The increase in the 

number of interferers increases the length of spreading factor and 

this increase the simulation time.  

      

0 5 10 15 20
-2000

-1500

-1000

-500

No. of  Iterations

L
o
g
 l
ik

e
li
h
o
o
d

 

 

NoI = 2

NoI = 5

NoI = 9

NoI = 12

NoI = 14

 

Figure 4: (Log-likelihood-BWA)        
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Figure 5: (Log-likelihood-SHMM) 

 

In Figure 6 and Figure 7, the two error sequences for the same 

input conditions to the CDMA model are compared for Pr (0m1) 

vs. length of interval (m) for the BWA and SHMM respectively. 

The notation (0m1) denotes the occurrence of m or more 

consecutive error free transmission followed by one error. The 

error sequence regenerated by the SHMM algorithm has close 

match with the original sequence. In the BWA algorithm, the 

error sequences have a relatively poorer match.  The mean square 

error between the original error sequence and regenerated error 

sequences is calculated for the different number of interferers 

and is depicted in Figure 8 and Figure 9 for BWA and SHMM 

respectively. The order of mean square error for the BWA is 

10 2 while for the SHMM the order of mean square error is 

10 4 , which is very smaller than BWA case. Both the 

approaches are efficient, as the values of mean square error are 

very less. But, the SHMM algorithm gives better match between 

the two error sequences.  
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Figure 6: (Pr (0
m1) vs. m -BWA)   
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Figure 7:  (Pr (0
m1) vs. m -SHMM)   
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Figure 8: (MSE curve - BWA) 
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      Figure 9:  (MSE curve - SHMM) 

 

The effect of the number of symbols on the MSE is shown in the 

Table 1 and also in Figure 10 & Figure 11. The number of 

symbols is varied from 10000 to 100000 with the interval of 

10000. Table 1 shows the variation of MSE with respect to the 

no. of symbols for both BWA and SHMM. It is observed from 
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that for the BWA algorithm, the order of MSE is 10 2 , while 

for SHMM it is 10 5 . After a number of simulations, it is 

found that for BWA the MSE is varying in between 0.003 to 

0.025, while for SHMM it is in between 

10 607.8  to 10 45.3  . As the order of MSE is lesser 

in SHMM, its performance is superior irrespective of number of 

symbols taken for the simulation in comparison to BWA. 

 

Table 1 Comparison between BWA & SHMM  

(In terms of Number of Symbols and MSE) 

Number 

of  

Symbols 

MSE - BWA MSE - SHMM 

10000 10 253.1 

 

10 599.5 

 

20000 10 298.1 

 

10 545.3 

 

30000 10 369.3 

 

10 575.6 

 

40000 10 209.1 

 

10 572.7 

 

50000 10 200.2 

 

10 513.2 

 

60000 10 215.1 

 

10 598.5 

 

70000 10 356.8 

 

10 555.3 

 

80000 10 249.2 

 

10 555.2 

 

90000 10 269.1 

 

10 696.7 

 

100000 10 241.1 

 

10 558.2 
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Figure 10: (MSE vs. No. of Symbol – BWA) 
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Figure 11: (MSE vs. No. of Symbol – SHMM) 

 

 

5.   CONCLUSIONS 

The performance comparison of the computationally efficient 

HMM Discrete Channel Model has been evaluated for a DS-

CDMA link in this work. The simulation includes the effects of 

AWGN, Multipath and Multiple Access Interference to generate 

the error sequence in developing the models. The performances 

of two popular Markov models namely the Baum Welch 

Algorithm based HMM and Semi Hidden Markov Model have 

been specifically compared. Validation includes a comparison of 

the run-length statistic for both the original error sequence and 

the regenerated error sequence produced by the estimated 

models. Although both the approaches are reasonably efficient, 

but testing through several simulations it is observed that SHMM 

is in all aspects superior to BWA in developing a more accurate 

model. The length of number of symbols processed at a time does 

not affect the accuracy with which the channel can be predicted 

by both the methods. The implementation and validation of  the 

HMM models shows the capability of learning the stochastic 

mapping of the discrete-time channel input to the output for a 

CDMA link operating in a typical multipath fading channel. This  

clearly opens further scope of investigations in applications 

related to dynamic channel modeling applications in error control 

coding and handoff algorithms.  
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