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ABSTRACT
The World Wide Web is a source of knowledge; the knowledge is extracted from the web data. Web data is available in direct from normal web as contents to user and/or in direct forms to as the web access logs. For the web usage pattern analysis the web access logs are analysed. Web usage data used in various applications of web masters, user data recommendations, web pre-fetching and caching. In this paper using the web access log analysis, web next page recommendation system is introduced. The presented technique involves data personalization, user behavioural analysis and access patterns for recommendations.

The proposed web page recommendation system contains the K-means algorithm for finding similar access patterns of the user sessions. Additionally for classification and prediction the KNN algorithm is implemented. The model also incorporate the similar user access pattern data which is belongs from the other user therefore the proposed model also predicts the rarely accessed patterns. Thus to make the recommendations web usages data is personalized, based on URL frequencies, user navigational frequencies, session based data analysis and time based data analysis. Additionally to combine these parameters a weighted technique is used.

The proposed recommendation system is implemented using JAVA technology. And their performance in terms of accuracy, error rate, space complexity and time complexity is estimated. The experimentation with increasing amount of data provides more accurate results and also consumes less computational resources. Therefore the proposed data model is adoptable for accuracy and efficiency both.
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1. INTRODUCTION
World Wide Web contains a huge amount of knowledge and data, some of the knowledge is distributable using the contents of web pages and some of the information is not directly obtained from web pages [1]. The hidden data is available in terms of access logs or the web links organizations. The mining of such kind of web data is termed as the web mining. Therefore the web mining is an implementation of the data mining algorithms for extracting the information from web data. According to the availability of data the web mining techniques are classified in three main classes. The content of web pages are analysed using content mining, web access log are analysed under web usages mining and the connectivity and Structure of the web pages are analysed under the structure mining techniques [2].

The paper leads to investigate about the web usage mining techniques and their applications. Additionally the key focus is made on web usages mining their algorithms. The web usage mining has a number of applications among them the web recommendation system is a popular application. Using this analysis the user navigational patterns, new trends on applications, user interest and others can be predictable. Therefore a user next web page recommendation system [3] is proposed for design in this study. The recommendation systems are frequently used with social networking, ecommerce and other applications.

The web usage data is obtained from web server’s log files. The web access data can also be obtained from the proxy server access logs, ISP (internet service provider’s logs) or the user cookies [4]. Among them the web server generated log files are much common in web usage mining techniques. Basically Web servers are internet infrastructure that provides hosting of web application. The web hosting servers store web documents, and that are distributed through web servers according to user request. For each user request server write the response of the system and prepare an entry on the web access server log. This log file contains a number of attributes, such as user IP address, time stamp, requested URL, responses data, browser information and other similar attributes. This data is not published publically due to security and privacy issues. But that data have expensive and private information, about the user navigations and the page visiting patterns. This information is much useful in developing various applications such as recommendation systems.

The key aim of this paper is to develop an accurate recommendation system. The proposed recommendation system is developed to enhance the accuracy of recommendation and also reduces the resource consumption during the computation. Therefore a novel methodology for enhancing the given technique is presented and developed. Further section provides the details about the proposed recommendation system.

2. PROPOSED DATA MODEL
The recommendation systems are frequently used in e-commerce web applications to enable users to find appropriate data from web sites. The use of recommendation systems increases the relevancy in results according to the user needs and behavior of navigation. That systems also able to predict most frequent pattern according to the user behaviour analysis. Thus there are two basic elements are required to predict the most desired data from available set of data. First user navigational behavior and second the predictive technique by which the model approximate the most probable data according to the user behavior.

On the other hand the user navigational behaviour can be fluctuating according to the time [5] and their navigational
environment that directly affect the user needs and their behavior of data requirements [6]. Thus the proposed technique required to involve the behavioral changes in navigational patterns [7]. In addition of that similar navigational behavior from others can also help to find the desired contents. Thus the proposed data model incorporate the time based behavioral observations and the similar navigational pattern based behavior for predicting the most appropriate data prediction. The proposed system can be understood using figure 1

![Figure 1 Proposed Model](image)

**Web access log**: that is an input to the proposed system. That is a web access log file which contains different kinds of attributes i.e. IP address, time stamp, requested URL, browser information and others. Among them some of the data is required for developing the proposed recommendation system and not all the attributes are used. Therefore the pre-processing of web access log required to extract the required information from web log file.

**Pre-processing**: in this phase the input web log file is evaluated and the required attributes form the web access log is extracted. Remaining attributes of the web access log file is removed or leaved form the original input file.

**K-means clustering**: the extracted data from web access log file is used in this phase. In this phase the k-means clustering is applied on the data to prepare group of data according to the user IP address. Additionally that grouped data is according to the IP address represents the individual user’s web browsing pattern.

**Frequent pattern analysis**: the individual selected IP address based URLs are counted in this phase for finding the most frequent accessed URLs. After that their frequencies are computed for utilizing with the next phase of computation. For example the user which having the IP address 192.168.1.3 are accessed the following URLs.

<table>
<thead>
<tr>
<th>IP address</th>
<th>Web page</th>
<th>Total counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.1.3</td>
<td>Google</td>
<td>10</td>
</tr>
<tr>
<td>192.168.1.3</td>
<td>Facebook</td>
<td>12</td>
</tr>
<tr>
<td>192.168.1.3</td>
<td>Yahoo</td>
<td>8</td>
</tr>
</tbody>
</table>

**Time based data extraction**: in this similar manner the time based analysis is performed for each URLs navigated by the individual user. In order to compute the time based we can consider an example suppose the there are three URLs as demonstrated table 3 and the user works on these URLs and in all the sessions for the specified time period. Thus the total stand-up time for a URL is estimated by the following formula.

\[
T_{URLs} = \frac{1}{N} \sum_{i=1}^{N} URLTime_i
\]

Thus, by using the formula that can be reorganized in the following manner

**KNN**: the KNN (k-nearest neighbour) algorithm is a similarity finding technique which usages the Euclidean distance for approximation of the similar patterns. Here for computing the similarity the threshold is set statically for 25% of total distance.

**Similar browsing patterns**: the outcome of the KNN (k-nearest neighbour) algorithm is extracted and merged with the
user’s patterns data which is used in further step to approximate the most probable URLs for prediction.

**Weight calculation**: in order to compute the strength of next upcoming URL the computed factors are combined together. To compute the weights of the URL the following formula is used.

\[ W = f_{URL} \times w_1 + T_{url} \times w_2 \]

Where \( w_1 \) and \( w_2 \) are the weighting factors for regulating the outcomes of prediction.

Figure 2 Weighted Graph Presentations

**Weight based rule generation**: after computing the weights of the extracted data the entire navigated URLs are demonstrated in the form of weighted graph for the given example the graph is demonstrated using figure 2.

**Current navigation**: that is the current web page which is navigated the targeted user. Based on this web page it is required to find the prediction using the proposed data model. Therefore the system accepts the user input and predicts the next web page for the user.

**Next page prediction**: according to the current user input pattern system generate the prediction of next web page. According to our example the user having the current web page as Facebook then the next predicted URL is yahoo.

**Functional aspects** According to the figure 1 the web access log file is consumed for analysing the user behavior and the navigational pattern. Therefore the system accepts the web access log file and then the K-mean clustering is applied on data this clustering generates the subsets of data according to the user IP addresses. Now the individual IP address data is analysed for finding the user frequent access pattern from user personalized data.

Now the similar user behaviors are searched from the web log using KNN algorithm which analyze data in distance based function and most nearest patterns are listed with the help of user frequent patterns. Now the frequent patterns from the data are classified according to the time based manner and from both the similar pattern and time based patterns are used to calculate the weights for the obtained pattern. Using the weights and user navigational data a weighted graph is constructed which is used to discover the current browsing pattern and next most probable data.

3. **RESULTS ANALYSIS**

The given section includes the performance analysis of the implemented algorithms for the recommendation systems. Therefore the performance of algorithms are evaluated and compared in this section.

3.1 Training Time

The amount of time consumed during the training of the system is termed as the training time of the algorithm. Figure 3 shows the training time of the algorithms in terms of milliseconds. Additionally during the experimentation for extracting the performance the size of dataset is increases and according to the estimated times the best obtained results are reported. In order to represent the performance of system the X axis of diagram contains the dataset size and the Y axis shows the estimated time in milliseconds. According to the obtained results the traditional algorithm consumes less time as compared to the proposed algorithm.

![Figure 3 Training Time](image)

The figure 6 contains the evaluated performance of the system in terms of algorithm accuracy of prediction. In this diagram the amount of accurate pattern recognition is given using Y axis and the X axis shows the amount of data to be train for the predictor. According to the comparative results the performance of the proposed algorithms remains much consistent and increasing as compared to the traditional algorithms. In order to evaluate the accuracy of algorithm a fixed amount random URLs are extracted from database and the next values are used as the actual class label during evaluation of data.

According to the observations the proposed algorithm consumes additional time as compared to the traditional algorithm. This because for improving the accuracy in prediction the system needs to calculate the additional parameters as compared too traditional method thus the time complexity of proposed algorithm is higher as compared to traditional system.

3.2 Recommendation Time

The amount of time required to evaluate the URLs form making accurate prediction is termed here as the recommendation time. That recommendation time of both the system in comparative manner is demonstrated using figure 4. In this diagram the amount of data is given in the X axis and the Y axis shows the performance obtained in terms of milliseconds. According to observations the amount of time during prediction is not much fluctuated and not also affected by the amount of data to be process. The comparative results of the systems shows the effectiveness of the proposed technique that consumes less time for computing the predicted URL as compared to traditional approach. Because during the time based data clustering reduces the amount of data to process. Thus the prediction is much frequent as compared to the traditional approach.
3.3 Memory Used
The memory consumption shows the amount of main memory required to process the algorithm task. That is also known as the space complexity in algorithm study. The figure 5 shows the memory consumption of the system with increasing size of training dataset. The amount of data is given using the X axis and the Y axis shows the amount of consumed memory during experimentation with respective amount of data in terms of kilobytes. According to the experimented results the amount of memory is similar and not more fluctuating. But the respective comparison the proposed algorithm is efficient than the traditional approach of recommendation.

3.4 Accuracy
The accuracy of the predictive algorithm provides the amount of generated prediction is similar to actual outcomes. Therefore that can also be defines as the amount of correctly recognized patterns among the total samples produces to test. That can also be evaluated using the following formula:

\[
\text{accuracy} = \frac{\text{total correctly identified patterns}}{\text{total input samples}} \times 100
\]

Figure 4 Recommendation Time

The figure 6 contains the evaluated performance of the system in terms of algorithm accuracy of prediction. In this diagram the amount of accurate pattern recognition is given using Y axis and the X axis shows the amount of data to be train for the predictor. According to the comparative results the performance of the proposed algorithms remains much consistent and increasing as compared to the traditional algorithm. In order to evaluate the accuracy of algorithm a fixed amount random URLs are extracted from database and the next values are used as the actual class label during evaluation of data.

4. CONCLUSION
Analysis and extraction of targeted data from a raw set of data is known as the data mining or data processing. In the similar ways the extraction of target patterns from the web usage data is known as the web usage mining. In this presented study first the web usages mining is explored and the different attributes relevant to web usages mining is evaluated. In order to demonstrate the web usage mining and their application in real world the web recommendation system is selected to implement.

The web recommendation system is concept by which the previous or historical user navigation data is analyzed and based on the most likely navigated technique the next web page access is predicted. In order to find an accurate and efficient data model for web recommendation a number of research articles are studied and a more promising model as given in [1] is selected for further study. The given model not only consumes the user accessed web pages that also evaluate the similar access patterns also. This concept is used to predict the web pages that rarely accessed by the user.

Therefore to design the more accurate model a weighted method is proposed. The proposed recommendation system first find the user accessed patterns form the web log and similarly the different users accessed data is also extracted using the K-mean clustering algorithm. Additionally the time based data clustering is also prepared to more refinement on patterns. After evaluation of all three parameters namely user navigational frequency, time based frequency and session wise data access pattern a combine weight for all the URLs are evaluated. These weights are further sorted and by the rank of weights the next most possible web page is predicted.

The implementation of the proposed system is performed using the JAVA framework and their performance in terms of time consumption and memory consumption is evaluated. Finally by
the cross validation process the system performance in terms of accuracy is measured. According to the obtained results the proposed system delivers the most accurate and efficient results as compared to the traditional algorithm. The performance summaries of both the algorithms are given using below given table 7.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameters</th>
<th>Proposed system</th>
<th>Traditional system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Memory consumption</td>
<td>Adoptable</td>
<td>Adoptable</td>
</tr>
<tr>
<td>2</td>
<td>Training time</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Recommendation time</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>4</td>
<td>Accuracy</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

The proposed recommendation system is developed and their performance is evaluated. During the development and experiments the proposed model is found more effective and accurate as compared to traditional methods but the training time of the system in higher due to evaluation of additional parameters. In near future the proposed concept is explored more for reducing the training time.
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