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ABSTRACT
In this world a amount of things and procedures are impulsive, among the stock market value is an entity which is impulsive. The stock market and their prices are haphazard in impulsive manner that can be depends on amount of external associations such as politics, terror, social and others. But a number of researchers are building efforts to forecast the stock market values. To forecast the upcoming stock market trends the data mining and machine intelligence based techniques are employed to forecast precisely the worth. It works too precisely estimate the stock value a back propagation neural network based system is used. The proposed system is an enhanced version of the traditionally available back propagation neural network. The back propagation neural network is a supervised learning advance therefore the training and testing both are required. To prepare the proposed data model the financial records of the companies are required. Thus for finding the historical financial market trends the YQL (yahoo query language) is proposed for use. This YQL make available the historical records of the target company between two dates. Using the acquired data from YQL is used to train the BPN network. After training the implemented classifier is used for forecasting the upcoming stock value. The implementation of the proposed system is performed using the JAVA technology. Additionally to justify the obtained results the performance of the proposed system is compared with the traditional BPN model. The relative performance study is performed using the accuracy, error rate, and memory and time consumption. According to the obtained results the performance of the proposed system is found improved and adoptable.
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1. INTRODUCTION
In current financial world, Stock Market forecasting is considered as one of the most exigent tasks. So a lot of consideration has been given to study and forecast upcoming values and behavior of financial time series. Diverse issues intermingle in stock market such as business cycles, interest rates, monitory policies, general economic conditions, traders’ expectations, political events, etc. According to scholastic investigations, activities in market value are not haphazard rather they act in a highly non-linear, dynamic manner [1].

Expertise to forecast direction and correct value of upcoming stock market values is the most important issue in financial market to make money. These days for the reason that of online trading, stock market has turn out to be one of the burning targets where someone can make profits. So forecasting the exact value and performance of stock market has become the area of interest. Though, because of high explosive nature of fundamental laws behind the financial time series, it is not any easy task to assemble such a forecasting system. As mentioned earlier, stock market forecasting has been one of the burning topics in the middle of researchers over the years. As a consequence, a lot of researches are carried out and many forecasting systems have been projected. The most common advance in use so far is artificial neural networks (ANNs). But using genetic encoding in this ground is pretty new notion as most studies showed that ANN has some boundaries in learning the patterns because stock market data has remarkable noise and intricate dimensionality [2]. Moreover, ANN has unsurpassed learning ability while it is often confronted with contradictory and impulsive performance for noisy data. In addition, sometimes the quantity of data is so large that the learning of pattern possibly will not effort as well. In meticulous, the survival of nonstop data and large quantity of data may prenet a exigent task to explicit concepts extraction from raw data due to enormous sum of data space determined by continuous features [3].

2. PROPOSED TECHNIQUE
This section provides the understanding about the proposed working model for accurate stock market price forecasting. Therefore the detailed system implementation is described in this chapter with the implementable algorithm steps.

2.1 Domain overview
Stock market prediction or forecasting is an endeavour for estimation of future worth of an organization’s or company stock or financial exchange. The forecast of a future stock’s value can produces a profit but that can also be unpredictable. The stock market proficient who knows about the market trends is bothered about the forecasted values of market. According to the assessment of the stock market movement the market is spontaneous and can be fluctuate according to the politics, nature and other momentous social and commercial aspects. But in prose there are amount of practices are available who claims to forecast the stock market value more specifically. Among most of the system exploit the notion of data mining learning algorithms.

In this offered work the data mining methods are used for forecasting the stock market values. In order to forecast precisely the value the supervised classification method is used. Previous to the selection of the proposed classification method five different techniques are examined for verdict their accuracy and among them the back propagation neural network is found most frequently used and valuable technique for forecast system development. On the other hand the supervised learning techniques are required to be train with the historical data sample. Therefore the Yahoo financial database based historical stock trends are confined and used for training the selected classifier. After training of the proposed classifier capable to accept the current market values and forecast the definite or nearer values of the stock prices.

This section provides the overview of the proposed stock market forecasting system and the next section involves the detailed description of the proposed methodology.
2.2 Methodology

The proposed methodology for the proposed solution development can be defined using the figure 1. This diagram contains the different components that are used to design the entire forecasting system.

![Proposed System Architecture Diagram](image)

**Fig 1: Proposed system architecture**

**YQL API:** Every supervised learning algorithm requires being train earlier than use of the classifier for forecasting. Therefore, historical data required to learn the algorithm. In proposed system the financial historical data is essential therefore Yahoo financial records are takeout using the YQL (yahoo query language). In this system the custom query is fired on the Yahoo data based and that provides the relevant stock’s data between two dates.

**Pre-processing:** The pre-processing is a vital step of the machine learning and data mining. In the pre-processing procedure the data is making clean and proper to adopt with the algorithms. The data extracted straight from the Yahoo server contains a number of useless attributes also therefore the pre-processing practice are utilized for making it clean for extraction of the requisite data attributes.

**Local Database:** After pre-processing of the data, it is cleaned and requisite attributes are extracted form dataset. These attributes are preserved in a local database for further use with the learning algorithms.

**Data Normalization:** The received data is in different scales of commerce. Therefore its necessary to scale in a similar scale for better understanding about the hidden patterns of the participating attributes. In the proposed system the data is normalized for scaling the attribute values between 0-1. Therefore the following formula is used for normalization process.

\[ v' = \frac{v - \min}{\max - \min} \]

Where \( v' \) is the new scaled value between 0-1

\( v \) = the actual dataset value

\( \min \) = the minimum value that contains by a given attributes

\( \max \) = the maximum value in the defined attribute

**BPN Training:** The execution of neural network is defined in two phases’ first training and second prediction: training process utilizes data and designs the data model. By this data model next stage forecasting values is performed [23].

**Training steps:**

2.2.1 Prepare two arrays, one is for input and hidden unit and the second is for output unit.

2.2.2 Here first is a two dimensional array \( W_{ij} \) and output is a one dimensional array \( Y_i \).

2.2.3 Original weights are random values placed inside the arrays after that the output is given as,

\[ x_j = \sum_{i=0}^{n} y_i W_{ij} \]

Where, \( y_i \) is the activity level of the \( j \)th unit in the previous layer and \( W_{ij} \) is the weight of the connection between the \( i \)th and the \( j \)th unit.

2.2.4 Next, action level of \( y_i \) is projected by sigmoidal function of the total weighted input.

\[ y_i = \frac{e^x - e^{-x}}{e^x + e^{-x}} \]

When occurrence of the all output units have been determined, the network calculates the error (E) given in equation.

\[ E = \frac{1}{2} \sum_i (y_i - d_i)^2 \]

Where, \( y_i \) is the event level of the \( j \)th unit in the top layer and \( d_i \) is the preferred output of the \( j \) unit.

**Calculation of error for the back propagation algorithm is as follows:**

- **Error Derivative** \( EA_j \) is the alteration among the real and desired target:

\[ EA_j = \frac{\partial E}{\partial y_j} = y_j - d_j \]

- **Error Variations** total input received by an output changed

\[ EL_j = \frac{\partial E}{\partial y_j} = \frac{\partial E}{\partial X_j} \frac{\partial X_j}{\partial y_j} = EA_j y_j (1 - y_j) \]

- In Error Fluctuations computation connection into output unit is required:

\[ EW_{ij} = \frac{\partial E}{\partial W_{ij}} = \frac{\partial E}{\partial X_i} \frac{\partial X_i}{\partial W_{ij}} = EL_j y_i \]

- **Overall Influence of the error:**

\[ EA_i = \frac{\partial E}{\partial y_i} = \sum_j \frac{\partial E}{\partial X_j} \frac{\partial X_j}{\partial y_i} = \sum_j EL_j W_{ij} \]

**Trained Model:** After learning with the specified financial data set the back propagation neural network turn out to be trained and now this system can be used for forecasting the upcoming financial trends.
Recent Price: Forecasting the new values need an input the recent or just last value of financial pattern, based on the patterns calculated in the trained system the back propagation neural network forecast upcoming values.

Performance: During estimation of the new data pattern for forecasting the performance of classifier is cross validated to find the forecast precision. The obtained results of the classifier’s performance are stock up in database for upcoming results analysis. Therefore in this pace four parameters are computed namely accuracy, error rate, memory used and the time consumption of the system.

Predicted values: These values are new values that are forecasted by the trained data model, and are the final outcome of the proposed system.

3. PROPOSED ALGORITHM
The proposed system of forecasting the stock market price can be summarized using the suitable steps for understanding. The table 1 shows the summarize algorithm for the proposed concept.

<table>
<thead>
<tr>
<th>Table 1. Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: Dataset D, learning cycle ( epoch ), Recent pattern ( R_p )</td>
</tr>
<tr>
<td>Output: predicted value ( P )</td>
</tr>
<tr>
<td>Process:</td>
</tr>
<tr>
<td>1. ( R_d = \text{ReadDataset}(D) )</td>
</tr>
<tr>
<td>2. ([\text{row, col}] = \text{normalizeData}(R_d))</td>
</tr>
<tr>
<td>3. ( \text{Activation} = \frac{e^x-e^{-x}}{e^x+e^{-x}} )</td>
</tr>
<tr>
<td>4. ( T_{\text{model}} = \text{BPN. Train}(R_d, \text{Activation}, epoch) )</td>
</tr>
<tr>
<td>5. ( P = \text{BPN. Predict}(T_{\text{model}}, R_p) )</td>
</tr>
<tr>
<td>6. Return ( P )</td>
</tr>
</tbody>
</table>

4. RESULT ANALYSIS
The given chapter provides the results expansion and the performance analysis of the proposed and base algorithm. Therefore to compare the performance essential performance factors are evaluated and their results are reported.

4.1 Accuracy
The accuracy of a system is the unit of probability of amounts of a quantity to that quantity’s accurate value i.e. we can say that an Artificial Neural Network have classifier to classify the sets of data that most of the data are perfect in output pattern representing correctness of the neural network. The accuracy of the proposed technique is evaluated using the following formula.

\[
\text{Accuracy} = \frac{\text{Total correctly identified patterns}}{\text{Total Patterns to classify}} \times 100
\]

4.2 Error Rate
Error rate is the measurement of the classifier performance in terms of misinterpreted rate. In other words the amount of data which is not properly recognized using the trained classifier is termed as the error rate of the system. That can be evaluated using the following formula:

\[
\text{Error Rate} = 100 - \text{accuracy}
\]

Or
\[
\text{Error Rate} = \left( \frac{\text{Total Incorrectly Classified pattern}}{\text{Total Pattern to classify}} \right) \times 100
\]

The graph 3 represents the Error rate of implemented Artificial Neural Network systems and traditional artificial neural network. In this graph the blue line represents the error rate of the proposed technique and red lines of traditional algorithms. The X-axis of the given graph covers the data stored in the database for evaluation and concluding error rate that means amount of patterns not executed appropriately and that produces error data and the Y-axis shows how much error rates are obtained by implementing both scenarios. According to the obtained result error in percentage is very fewer to base neural method and the proposed system conveys the minimization of data error.

![Error Rate Graph](image)

**Table 3. Error rate**

<table>
<thead>
<tr>
<th>Dataset Size</th>
<th>Proposed Method</th>
<th>Base method</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>14.37</td>
<td>34.63</td>
</tr>
<tr>
<td>50</td>
<td>12.49</td>
<td>29.23</td>
</tr>
<tr>
<td>100</td>
<td>11.35</td>
<td>24.84</td>
</tr>
<tr>
<td>300</td>
<td>9.87</td>
<td>19.62</td>
</tr>
<tr>
<td>700</td>
<td>4.26</td>
<td>14.19</td>
</tr>
<tr>
<td>1000</td>
<td>2.67</td>
<td>9.61</td>
</tr>
<tr>
<td>2000</td>
<td>0.95</td>
<td>6.56</td>
</tr>
</tbody>
</table>

### 4.3 Time Consumption

The total time required to learn the given patterns from the storage using the selected classifier is known as the time consumption of the system. The graph 4 contains the time consumption of the base algorithm and the proposed ANN based algorithm in terms of seconds. To represent the performance of the classifier the proposed technique is established using the red line graph and the blue line shows the performance of the traditional approach of learning. According to the given results the proposed technique consume less time for training of input of stock market as compared to the base method. Therefore the proposed system is less time consuming for prediction of the data patterns.

![Time Consumption Graph](image)

### 4.4 Memory Consumption

The amount of main memory required to execute the algorithm is termed as the space complexity of the system. That is occasionally also called the memory consumption of the algorithms. The comparative memory consumption of both the algorithms namely Base method and Artificial Neural network based Proposed Algorithm is given using figure 5. In this diagram the X-axis includes amount of dataset stored in database, and the Y-axis shows the amount of memory utilized during processing of the data. The given memory utilization is provided here in terms of kilobytes. According to the evaluated results the performance of the traditional technique is less efficient as long as slow performance as compared to the proposed system.

![Memory Consumption Graph](image)

### 5. CONCLUSION & FUTURE WORK

The proposed work is provoked to design an improved supervised learning system for forecasting the stock market values. This section provides the summary of the entire hard
work made for designing of the proposed system. In addition of that the future extension of the proposed work is also provided.

5.1 Conclusion

The data mining and machine learning practice are used in a number of purposes for automatic data analysis and recovery of essential patterns. These patterns are used to approximate the future trends of the business and other functional area of purposes. The data mining practice supports the analysis of both kinds’ i.e. supervised and unsupervised learning techniques. The key advantage to employ the supervised learning approaches for the predictive data analysis is their accuracy as compared to unsupervised learning approaches. In the proposed work the supervised learning technique is employed and the small modification is performed for improving the existing classifiers performance. Additionally their functional area is reported in stock market price forecasting application.

The proposed system involves the artificial neural network technique for pattern learning of stock market trends. Therefore a considerable amount of learning data is required to perform learning of the proposed classifier. To train the historical patterns of the proposed classifier the YQL (yahoo query language) for financial data base is used. This is basically the yahoo based API (application programming interface) for finding the historical records of the stock exchange. This data is further pre-processed and the requisite patterns are stock up on the local data base. Further the proposed neural network is applied for training. In the proposed neural network system two main modifications are projected first change in the activation function and secondly the use of normalized data to scale up the training values into a predefined range. Through which the learning capability of the learning algorithm is enhanced.

The implementation of the proposed system is performed using the JAVA technology and with the help of YQL API. After implementation of the proposed technique a traditional back propagation algorithm is also implemented to compare the performance with the proposed modified system. The comparative analysis of both the implemented classifiers is performed with the help of accuracy, error rate, time consumption and space complexity. The obtained performance summary of the both the techniques are demonstrated below using table 2:

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameters</th>
<th>Proposed</th>
<th>Traditional</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Accuracy</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Error rate</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>3</td>
<td>Time complexity</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>4</td>
<td>Space complexity</td>
<td>Similar</td>
<td>Similar</td>
</tr>
</tbody>
</table>

The proposed system is adaptable due to high precise outcomes and efficient learning potential. Additionally consumes less time and space for training and forecast. Thus the proposed data model is just right and efficient for stock market forecasting.

5.2 Future extension

The proposed system is a task of a precise stock market forecasting technique execution. Therefore a back propagation neural network based technique is employed and their performance analysis is performed. According to the obtained performance the proposed technique produces high accurate outcomes with less resource consumption. On the other hand the proposed technique is an offline prediction technique, therefore in near future the following modification proposed to incorporate with the proposed technique.

5.2.1 Stock market depends on diverse real world factors also therefore in near future the different real world factors are also suggested to include for getting better predictive accuracy of the system.

5.2.2 Stock market also varies with the news and their impact on the active economy therefore that is must to include the opinion mining concepts for enhancing the prediction of the existing system.

6. REFERENCES


