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ABSTRACT

Movie genre classification is a challenging problem with many potential applications. Whereas many prior approaches rely on image, audio, or motion features to classify movies, we consider using textual content analysis instead, which is a comparatively less computationally expensive and time consuming process. In this paper, we present a novel system for movie genre classification that uses probabilistic topic modeling of the movie's script as its main component. Our approach uses latent Dirichlet allocation, a topic modeling algorithm, to train our model and discover common themes present in movie scripts of the same genre. We then compute the cosine similarity of the feature vectors from our trained and test models and use this value to identify the movies' genres.
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1. INTRODUCTION

With the spread of the internet, the amount of available video data has expanded significantly, creating the need for methods than can automatically analyze and classify large collections of digital media. As a result, the automated Video Genre Identification (VGI) problem has motivated several recent studies and challenges such as the TrecVid evaluation campaign and the ACM Multimedia Grand Challenge by Google in an effort to discover efficient ways to categorize videos into separate genres.

Much of the current work in VGI depends upon features extracted from image and cinematic analysis. Zhou et al. [1] achieved an accuracy of 71.58% in movie genre identification by using scene categorization from movie trailers. Truong et al. [2] extracted computable features from video data by encoding it in MPEG-1 format and using a C4.5 decision tree classifier for genre labeling. Rasheed et al. [3] established a classification error rate of 17% by utilizing low-level visual features along with cinematic principles.

Several experiments have also been carried out exploring audio-based approaches to organize videos by genre. In [4], the authors evaluated a mel-frequency cepstral coefficients (MFCC) and neural network system for VGI and produced a correct classification rate of 51% in a 5-genre task. Additionally, Jasinschi et al. [5] used sets of relative probabilities and mid-level audio categories to achieve automated classification of TV program genres at a precision of 65.2% and a recall of 89.2%.

However, relatively few studies have focused on using text based approaches [6, 7, 8], such as applying text-based classification methods on closed captions or Teletext streams, to solve the VGI problem. Despite the fact that many distinctive features of video genres can be extracted from linguistic content, one of the major concerns in utilizing text for video genre classification is the lack of textual information associated with videos. However, since we are primarily concerned with classifying movies where textual information in the form of movie scripts is readily available, this is not a major issue for our applications. For movies without available scripts, another option is to use Audio Speech Recognition (ASR) techniques to transcribe movies and subsequently utilize that data for linguistic content extraction.

In this paper, we suggest a text-based solution to video genre identification where a classifier is built on top of a topic model. This approach is based on training a probabilistic topic model of relevant topics specific to each movie genre using latent Dirichlet allocation (LDA). The genre of a new movie is then identified by generating a feature vector representing the movie's most relevant topics and computing the cosine similarity between this vector and our model to determine the genres that most closely represent the movie. The results of this method prove that analyzing textual information alone has great potential in identifying movie genres as compared to other methods that incorporate video and audio features.

The remainder of this paper is organized as follows. In Section 2, we review the concept of LDA and its application to topic models. In Section 3, we describe our novel approach to the movie genre identification problem as well as how we evaluate it. Section 4 details the results of our methodology, and we finish with our conclusions in Section 5.

2. PROBABILISTIC TOPIC MODELING WITH LATENT DIRICHLET ALLOCATION

Topic Models Probabilistic topic models are used to analyze the contents of documents and reveal the meaning of words [9, 10]. They are based on the fundamental idea that a document is a mixture of topics. Accordingly, a document can be decomposed into
a set of weighted topics, where each topic consists of a cluster of words that occur frequently together.

In this paper, we denote $P(z)$ as the probability distribution over some topic $z$ in a document and $P(w|z)$ as the probability distribution over the words $w$ of the document given topic $z$. We indicate $w_i$ as the $i$th word token which is selected via a generative process where a topic is first sampled from the document’s topic distribution, and then a word is chosen from that topic’s word distribution. We denote the probability that the $j$th topic is sampled for the $i$th word token by $P(z_i = j)$, and the probability that word $w_i$ is under topic $j$ by $P(w_i|z_i = j)$. The following distribution specifies the topic model within a document where $T$ is the total number of topics:

$$P(w_i) = \sum_{j=1}^{T} P(w_i|z_i = j)P(z_i = j) \quad (1)$$

$P(w_i)$ is the probability that a particular word $w_i$ belongs to any of the $T$ topic baskets in the document. The global maxima of the Gaussian curve obtained from this distribution thus represents the most relevant topic to the word.

**Latent Dirichlet allocation** LDA is an example of topic modeling which essentially comprises of three components: the observed variables which are the words in the documents, the hidden variables which is the underlying topic structure, and the generative process which defines the joint probability distribution over these variables. This joint probability is then used to compute the conditional probability distribution of the hidden variables given the observed variables. In other words, LDA allows us to discover the hidden thematic topic structure of a document, given the words in the document.

The LDA process is formally described with the following notation. $\beta_{d,k}$ denotes the topics where each $\beta_k$ is a distribution over the words in the document. $\theta_d$ represents the topic proportions for document $d$, where $\theta_{d,k}$ is the topic proportion for topic $k$ in document $d$. $z_{d,i}$ represents the topic assignments in document $d$, where $z_{d,n}$ is the topic assignment for the $n$th word in document $d$. Finally, the observed words for document $d$ are $w_{d,i}$, where $w_{d,n}$ is the $n$th word in document $d$. Using these notations, the generative process for LDA corresponds to the following joint distribution of the hidden and observed variables:

$$p(\beta_{1:K}, \theta_{1:D}, z_{1:D}, w_{1:D}) = \prod_{i=1}^{K} p(\beta_i) \prod_{d=1}^{D} p(\theta_d) \prod_{n=1}^{N} p(z_{d,n}|\theta_d)p(w_{d,n}|\beta_{1:K}, z_{d:n}) \quad (2)$$

Thereafter, we use the joint probability to compute the conditional distribution of the topic structure given the observed documents. The posterior probability can be defined as:

$$p(\beta_{1:K}, \theta_{1:D}, z_{1:D}, w_{1:D}) = \frac{p(\beta_{1:K}, \theta_{1:D}, z_{1:D}, w_{1:D})}{p(w_{1:D})} \quad (3)$$

In Equation 3, the numerator represents the joint distribution of all the random variables and the denominator represents the probability of seeing the observed corpus under any topic model. While the joint distribution in the numerator can be easily calculated for any combination of the random variables, the number of possible topic structures in the denominator is exponentially large and is impractical to compute. However, this portion of the posterior can be efficiently approximated via various sampling algorithms, of which the most common is Gibbs sampling.

**Dirichlet distribution and hyperparameter optimization** As presented by Blei et al. [11], LDA is a graphical model [12] for topic discovery using the Dirichlet prior. The probability density of a $T$-dimensional Dirichlet distribution over the multinomial distribution $p = (p_1, \ldots, p_T)$ is defined by:

$$Dir(\alpha_1, \ldots, \alpha_T) = \frac{\Gamma(\sum_j \alpha_j)}{\prod_j \Gamma(\alpha_j)} \prod_{j=1}^{T} \alpha_j^{\alpha_j - 1} \quad (4)$$

In Equation 4, $\alpha_j$ denotes the hyperparameter which can be interpreted as a prior observation for the number of times a topic $j$ is sampled in a document. A high $\alpha$ value implies that every document is prone to contain a blend of the majority of the topics, and not one particularly dominant topic. Conversely, a low $\alpha$ value implies that it is probable that a record is composed of only a couple, or even one, of the topics.

3. **APPROACH**

For the automated movie genre classification task, we classify the movies based on a list of the 9 most common movie categories in our dataset - Action, Adventure, Comedy, Crime, Drama, Horror, Mystery, Romance, and Sci-Fi. The following sections describe our approach. Our method involves cleaning the raw data into a format that could be fed into the modeler (Section 3.1), creating a topic model via LDA from a corpus of movie scripts and converting each topic to a standard feature vector (Section 3.2), using a novel method of categorizing new movies through topic modeling and comparing the feature vector to those of each genre using their cosine similarity (Section 3.3), and evaluating our model based on the F-score and other metrics (Section 3.4).

3.1 **Corpus and data cleaning**

Our corpus consists of 1094 movie scripts downloaded from the Internet Movie Script Database (IMSDB) in HTML format. The movie scripts in this dataset are American Hollywood movies released from 1935 to 2015. The distribution of the genres of the movie in our corpus is shown in Figure 1. Note that the total count of the movie genres exceeds the number of movies in our training set since some movies belong to multiple genres. On average, each movie is classified in 2.88 unique genre categories and the maximum number of genres a movie is classified in is 5.

We cleaned this dataset using jSoup, a Java HTML parsing library, to remove the HTML tags from the raw files and extracted the movie script contained in the ‘srctext’ CSS class. We then converted the files to plain text and used the data in this format to train and test our model. For the purposes of the model, the words were tokenized from the scripts by whitespace.

From our dataset, we randomly allocated 80% of the movie scripts to the training set and the remaining 20% to the test set. We ran 5 rounds of experiments and report the average performance as evaluated by the metrics we describe in Section 3.4 below.

3.2 **Creating the model**

We created our model using MALLET [13], an open source, Java-based package from the University of Massachusetts Amherst. This
package has several functionalities, one of which is a topic modeling toolkit that contains a Gibbs sampling-based implementation of LDA. One of the features of this implementation allows us to optimize the hyperparameters of LDA with the optimize-interval input in order to more accurately categorize our data. For our experiments, we used this toolkit, run with an alpha value of 20, to create the topic models in our experiments. The alpha value was chosen due to the broad nature of our data. As noted in Section 2, a high alpha implies that each movie script contains a blend of the majority of the topics, which makes sense intuitively since most words are not exclusive to only one or a few movie genres.

**Topic discovery for each genre** The movie scripts in our training set were classified into separate directories based on their listed genres. Movies categorized in multiple genres were included in each of the directories for its genres. We ran the LDA topic modeler on each genre directory, which produced a collection of $T$ topics for that genre. This variable is preset in the modeler and for our experiments, we used $T = 100$, which was determined based on the number of training movies in each genre category. Each topic is characterized by a weight and a list of words within the topic as demonstrated in Figure 2.

For each row of the output, the first value is the serial number, the second value is the weight associated with the topic, and the remaining words are the words that make up that topic.

Through this process, we generated 9 topic models that correspond to the movie genres we had decided on previously. Finally, we converted each topic in the 9 genre-based topic models into a corresponding feature vector using the bag-of-words model. We denote $\theta(i, j)$ as the key-value pair where the key is the $i$th word in the $j$th row and the value is the weight of the $i$th row. For example, $\theta(0, 0)$ in Figure 2 above would be (matrix, 0.00835). The feature vector for the $i$th row in the trained topic model for each genre is defined as $L_i$, which is a list of the key-value pairs defined above by $\theta(i, j)$. These feature vectors quantify the occurrences of the most common words in the movie scripts of each genre and are subsequently used to identify the most closely matching genres for the movies in our test data set.

### 3.3 Testing the model

We benchmarked our model on the remaining 20% of our dataset. To start, we ran the LDA topic modeler on an individual movie, which yielded a weighted distribution of the most relevant topics for that movie. This was returned in a similar format as Figure 2 shown previously.

We denote $\phi(i, j)$ as the key-value pair from the test model where the key is the $i$th word in the $j$th row and the value is the weight of the $i$th row. We define $T_k$ as the top-$k$ $\phi(i, j)$ key-value pairs based on the value. For each new movie in the test dataset, we use $T_k$ as the feature vector to represent the movie. The value of $k$ was empirically determined at a point which maximized the f-measure of our movie-genre classifier. For our dataset of movie scripts, 190 was established as the optimal value of $k$. This is shown in Table 1.

Our next task is to quantitatively compare the feature vector generated from the individual movie in the test set with the genre feature vectors trained from our model. This is accomplished by computing the cosine similarity between each of the $L_j$ feature vectors of a genre in the trained model and the $T_k$ feature vector of the movie in test dataset. The similarity score $\Delta_{mn}$ of the $m$th genre with the $n$th test movie in our training model is as follows:

$$\Delta_{mn} = \sqrt{\sum_{j=1}^{100} \frac{\langle T_{km}, L_j \rangle}{|T_{km}| |L_j|}}$$

As Equation 5 shows, the maximum cosine similarity between the $T_k$ feature vector with each of the $L_j$ feature vectors is taken as the final similarity score representing how closely the new movie matches a particular genre. The process is repeated for all 9 genres in our trained model.

The final genre prediction from our model for a test movie can be represented as:

$$\text{Genre Predictions} = \text{top-X} (\arg\max_m \Delta_{mn})$$

The above equation represents the top-X movie genres with the highest similarity scores $\Delta_{mn}$, which are ultimately chosen by our model as the genres for the movie. Since the movies in our dataset can belong in up to five genres, we have conducted our experiments using values of $X = 5$ and $X = 6$ in order to fully represent the movies from the test set. We refer to these two algorithms as LDA5 and LDA6 respectively.
3.4 Evaluation

Baselines We use several baselines for the evaluation of our model. The first baseline is a majority labeling algorithm. It operates by finding the top \( N \) genres from the movies in the training set. Then, it predicts the same top \( N \) genres for each test instance found in the training set. Since we chose to report results for the top 5 and top 6 approach of the LDA method, we will compare them with two analogous versions of the majority labeling algorithm—one selecting the top 5 genres and another selecting the top 6. For evaluation purposes, we will call these algorithms ML5 and ML6.

The second baseline is linear SVM using a one-vs-the-rest scheme. To run SVM, we first converted the dataset into a TF-IDF vector where the vector space is defined by all of the instances in the training corpus. (Note that when preparing the text vectors, we excluded all English stop words.) We tested multiple variations of TF-IDF with different smoothing functions and n-grams by using bigrams in our TF-IDF vectors. However, since using bigrams and different smoothing functions did not show any significant deviation in the results of the evaluation metric, we will only show results using unigrams and Laplace smoothing. For the SVM itself, we used a square hinge loss function with a penalty parameter of 1 and a maximum of 1000 iterations.

The third baseline is the random forest classifier. For random forest, we used 5 estimators with a maximum split of 50. This method includes the same preprocessing steps as SVM described above.

Evaluation metrics We consider average F-measure as our primary evaluation metric and compute it with the formulas below.

\[
\begin{align*}
P_{\text{avg}} &= \frac{TP_{\text{avg}}}{TP_{\text{avg}} + FP_{\text{avg}}} \quad (7) \\
R_{\text{avg}} &= \frac{TP_{\text{avg}}}{TP_{\text{avg}} + FN_{\text{avg}}} \quad (8) \\
F_{\text{avg}} &= \frac{2 \times P_{\text{avg}} \times R_{\text{avg}}}{P_{\text{avg}} + R_{\text{avg}}} \quad (9)
\end{align*}
\]

To compute the number of TP, FP, and FN, we followed the following process. Consider a predicted vector and a ground truth vector for a movie with genres \( \{A, B, C, D, E, F\} \):

Predicted vector = \( \{A, B, C, D, E\} \)

Ground truth = \( \{B, C, D, F\} \)

In this example above, TP = 3, since we correctly predict 3 genres (B, C, D). FP = 2, since two genres are incorrectly predicted (A, E). And, FN = 1 since one genre is not predicted but is in the ground truth (F).

For every movie in the test set, we computed the TP, FP and FN. The final evaluation metric is generated by using the mean TP, FP, and FN to compute \( P_{\text{avg}} \) and \( R_{\text{avg}} \).

4. RESULTS

In this section, we compare our methods to the baselines using the stated evaluation metrics. Table 1 describes the average precision, recall, and F-measure for all of the models.

The first baseline, ML5 and ML6, performed relatively well on precision, recall, and F-measure. For a thorough comparison of our algorithms with ML5 and ML6, we ran ML5 and ML6 on random selections of training and test instances. We found that this baseline fluctuates a lot with changes in the distribution of the training data, which is to be expected since these two algorithms rely solely on the distribution of the training instances. As such, these baseline algorithms are less robust than LDA5 and LDA6. That is, their result is totally random and does not generalize as a solution for the problem. The following table shows the F-measure varying significantly as we run ML5 and ML6 on randomly generated test and training sets.
The next baseline is SVM. SVM performs better overall in precision but worse in recall. This is because SVM penalizes false positives more severely, and as a result, produces an increased number of false negatives thus decreasing the recall. This directly implies that for any given test instance, SVM will correctly predict a subset of the correct genres but will not predict all of them. This is confirmed by the high precision value of 50%, and low recall value of 30%, suggesting that the ability to predict a high number of correct genres is not great. This produces an F-measure of 35%. LDA5 has a higher F-measure of around 44% and LDA6 performs even better with F-measure of 49%.

The final baseline is the random forest algorithm. Random forest is able to generate highly precise genres for a given test instance but misses out on many genres that are present in the ground truth. Random forest performs better than SVM in all three metrics because of more robustness when dealing with skewed datasets. However, LDA5 and LDA6 have higher F-measure values than random forest because of their ability to produce significantly higher recall while not compensating as much on precision.

5. CONCLUSIONS

Textual analysis techniques such as topic modeling have the potential to make significant contributions in the area of video genre identification. Our approach of using an LDA-based topic modeler as the main component to classify movies based on their genre is just one application of a category of algorithms that can serve as alternative or supplementary methods to video and audio analysis of digital content.

Certainly, we have only scratched the surface of this approach. In our experiments, despite only using the movies’ textual features for predictions, we were able to classify the movies genres at a reasonably efficient rate. We plan to further investigate how incorporating other parameters in our model can improve its efficiency. Examples of features that we could factor into the model in the future include analyzing the semantic context of the words to generate the topic models, or considering user comments and reviews as inputs to the model. Other options include incorporating visual cues from the movies’ video features such as facial expressions or background scenery to supplement our model. We also wish to extend the applications of our model to unscripted videos by extracting text from the videos using ASR techniques, and then applying our model to the text to identify the video’s genres.
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