ABSTRACT
The document image converter is a necessity in our life for many reasons such as digitization of data in paper to secure them and gain time by automating this task, on the other hand preserving the environment by maintaining trees the first source of paper, for that this works based in a bi-cubic method for physical structure analyze and a graphs models representation for the characters recognition to generate at the end a standard XML file that can be used to create file is realised (doc, pdf, .html…).

General Terms
Pattern Recognition, Image processing.

Keywords
Document converter; physical structure; bi-cubic interpolation recognition; Key points.

1. INTRODUCTION
To create a converter from image of document to a digital document a combination is needed between first the physical structure recognition methods in which we found many works like the famous XY cut algorithm [1] that relies also L.Cinque [2] have proposed a method where they are using multi-resolution approach that give the essential information for structure analyses, but this method are destined to document with simple structure, so for the document with a complex layout structure we found the work of Jic Xi[3] that have proposed a method using the horizontal project-profile of document image to estimate the size of text area in order to determine the threshold used in RLSA[3], the problem that RLSA algorithm need to run through the image pixel by pixels also this method need extra treatment to combine the components resultant , so in order to resolve the problem a suggestion of a method based in bi-cubic interpolation explain in this paper. Second the optical character recognition methods as example Tifinagh characters because of the scarcity of works in it as the work of R.EL Ayachi [4] using neural networks, O.Bencharef [5] compare directly the forms of characters using a Riemannian metrics descriptors, A.Haidar [6] use the hidden Markov model in hybridization with the fuzzy logic. Another works proposed by B. El-Kessab [7] that combines between the neural networks and Markov model.

In this work a method of physical structure recognition applied in documents with a complex structure and optical character recognition using key points is used to have the results explain in this paper as follow; the first section describes the method used to analyze the physical structure of the document using the bi-cubic interpolation [8] the second section a classification of the components (images, Text, etc). The text components will be undergoing into next processing, segmentation and recognition of characters using the graphs model. The last section is reserved for the creation of XML file.
The same process is applied to the original image but this time horizontally to create a horizontal smoothing by reducing the weight, the result in figure 3.

The results of vertical and horizontal smoothing are fused to give the following result in figure 4.

After carrying out smoothing on the picture, an algorithm is applied to correct the grouping of component. For this the distance between it is used as the first parameter and the size of each one as a second parameter.

The Fuzzy k-Nearest neighbor used to made decision of grouping areas or not based in the distance and size it give the fuzzy memberships of each component to it nearest and according to this value the decision is made using the following equation

\[
u_i(x) = \frac{\sum_{j=1}^{k} u_{ij} \left(1/\|x-x_j\|^2/(m-1)\right)}{\sum_{j=1}^{k} \left(1/\|x-x_j\|^2/(m-1)\right)}
\]

where \( i = 1, 2, \ldots, c \) and \( j = 1, 2, \ldots, k \). with \( c \) number of classes and \( k \) number of nearest. \( m \) is used to determine how heavily the distance is weighted when calculating each neighbor’s contribution to the membership value, and its value is usually chosen as \( m \in (1, +\infty) \).

\( \|x - x_j\| \) is the Euclidean distance between \( x \) and its \( j \) th nearest neighbor \( x_j \). And \( u_{ij} \) is the membership degree of the pattern \( x_j \) from the training set to the class \( i \), among the \( k \) nearest neighbors of \( x \).

\[
u_i(x_k) = \begin{cases} 0.51 + \left(\frac{n_i}{k}\right) \times 0.49 & \text{if } i = j \\ \left(\frac{n_i}{k}\right) \times 0.49 & \text{if not} \end{cases}
\]

2.3 Classification of component

In this part we use two parameter to classify the images and the text areas, first the density of black pixels in the component is calculated

\[
\text{Density} = \frac{\sum \text{black pixels}}{\sum \text{nombre of pixels}}
\]

Second, the gray levels detected in each component. A simple neural network is used in this step to classify each component in order to extract the text areas that need an extra treatment.

The histogram of projection is applied in text areas, first the vertical projection to segment text line figure 5.

After carrying out smoothing on the picture, an algorithm is applied to correct the grouping of component. For this the distance between it is used as the first parameter and the size of each one as a second parameter.

The Fuzzy k-Nearest neighbor used to make decision of grouping areas or not based in the distance and size it give the fuzzy memberships of each component to it nearest and according to this value the decision is made using the following equation

\[
u_i(x) = \frac{\sum_{j=1}^{k} u_{ij} \left(1/\|x-x_j\|^2/(m-1)\right)}{\sum_{j=1}^{k} \left(1/\|x-x_j\|^2/(m-1)\right)}
\]

The characters will be prepared for the recognition phase by normalizing its size to 20x20 pixels

3. CHARACTERS RECOGNITION

The algorithm of Zhang and Wang is adopted due to its robustness and speed. This is a parallel algorithm in a Single iteration that produces perfectly skeletons 8-connected and which operates the collisions (figure 8). Then for each image obtained, we need to extract the simplest possible geometric elements of the graph which it is schematically represented by the primitive segments and key points.
For that we apply a translation, each pixel $P$ of the character skeleton image will be translating in eight directions (figure 9).

The sum of the pixels of the images resulting from the transaction is placed in a matrix of zeros. The results are exploited to extract the key points, as follows:

- The pixels having a value of 1 represent the ends
- Values strictly upper to 2 represent the inflection and intersection points.
- While equal to 2 pixels represents the primitive segments

So the pixels with value equal to 1 or upper to 2 represents the key points that we need to represent the character (figure 10).

A graph $G$ is a pair $G = (N, A)$, which $N$ represents nodes or vertices and $A$ represents the arcs or edges. The graphs of the most common structures are but not topologically complete mathematically, the model are a set of nodes in form of tree connected by distance between each pair of nodes and have a single parent node that is the origin of tree using this tree we can have the impact matrix \((5)\) as follow:

An matrix $M$ is a matrix of size $n * m$, such that

\[
\begin{align*}
\{ n = |N| \text{ the number of nodes} \\
\{ m = |A| \text{ the number fo edges} \\
\end{align*}
\]

An element $e_{ij}$ \((i = \{1 \ldots n\} \text{ and } j = \{1 \ldots m\})\) of the matrix $M$ may have two values:

\[
\begin{align*}
e_{ij} = 1 \text{ if arc } j \text{ is incident to node } i \\
e_{ij} = 0 \text{ if not}
\end{align*}
\]

The recognition system consist on compared the impact matrix for each character.

### Table 1. Recognition accuracy

<table>
<thead>
<tr>
<th>Adopted method</th>
<th>Key points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td>500</td>
</tr>
<tr>
<td>Test data</td>
<td>1300</td>
</tr>
<tr>
<td>Recognition rate</td>
<td>93,5</td>
</tr>
<tr>
<td>Erreur rate</td>
<td>6,5</td>
</tr>
</tbody>
</table>

### 4. CHARACTERS RECOGNITION

In this part the final result of document structure recognition phase is used with the connected components [14], to extract more information about all zone detected in this phase which will be used to create the XML file.

For each component four values are extracted $I_{\text{max}}$, $J_{\text{min}}$, $J_{\text{max}}$ and $J_{\text{min}}$ (figure 11) that represent the position of each components in order to conserve the layout of document:

Extensible Markup Language (XML) is a markup language that defines a set of rules for encoding documents in a format that is both human-readable and machine-readable, with parameters that are extracted previously ($I_{\text{min}}$, $I_{\text{min}}$, $I_{\text{max}}$ and $J_{\text{max}}$) as follows, for text the tag:

```xml
<Text>
<I_{\text{max}}></I_{\text{max}}>
<J_{\text{max}}></J_{\text{max}}>
<I_{\text{min}}></I_{\text{min}}>
<J_{\text{min}}></J_{\text{min}}>
</Text>
```

Non text blocks are presented using:

```xml
<Picture>
<URL></URL>
<I_{\text{max}}></I_{\text{max}}>
<J_{\text{max}}></J_{\text{max}}>
<I_{\text{min}}></I_{\text{min}}>
<J_{\text{min}}></J_{\text{min}}>
</Picture>
```

The XML file is only an intermediate passage between the image of document and the document. The choice of XML...
language is not arbitrary but due to the tree structure that modeling the majority of problems and the universality and portability of this type of file also is usable by any application equipped with a parser (software to analyze XML).

5. CONCLUSION
This work has for aim to solve two problems, first the recognition of document structure the physical structure without analyzing the image pixel by pixel as the majority of methods used in document structure analyze. Secondly to we presented a new technique for Tifinagh character recognition. The results obtained are exploited to create an image converter into an intermediate file (XML) that can be used by different programming language and to improve the efficiency of the system the integration of new methods of characters recognition is needed, also a system for language detection is under construction
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