Emotion Recognition and Classification in Speech using Artificial Neural Networks
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ABSTRACT
To date, little research has been done in emotion classification and recognition in speech. Therefore, there is a need to discuss why this topic is interesting and present a system for classifying emotions accurately. Following classification, these features will be used to recognize the emotion of a speech sample. Thus, many components like pre-processing of speech, MFCC features, classifiers, prosodic features come together in the implementation of emotion recognition system using speech.

General Terms
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1. INTRODUCTION
The interaction between humans and computers has received a lot of attention off late. It is one of the most popular areas of research and has great potential. Teaching a computer the understanding of human emotions is an important aspect of this interaction. A lot of successful applications related to speech recognition are available in the market. People can use their voice to give commands to car, cell-phones, computer, television and many electrical devices. Thus, to make a computer understand human emotions and give a better interaction experience becomes a very interesting challenge.

The most common way to recognize any speech emotion is extracting important features that are related to various emotional states from the speech signal (i.e. energy is an important feature to distinguish happiness from sadness), feed these features to the input end of a classifier and obtain different emotions at the output end. This process is shown in the figure below.

In this paper, the aim is to classify a batch of recorded speech signal into four categories, namely: happy, sad, angry, natural. Before extraction, pre-processing is performed on the speech signals. Samples are taken from the speech and the analog signal is converted to digital signal. Then each sentence is normalized to ensure that all the sentences are in the same volume range. At last, segmentation separates signal in frames so that speech signal can maintain its characteristics in short duration. Commonly used features are chosen for study and subsequently extracted. Energy is the most basic feature of speech signal. Pitch is frequently used in this topic and autocorrelation is used to detect the pitch in each frame. After autocorrelation, statistical values are calculated for speech signals. Formant is another important feature. Linear Predictive Coding (LPC) method is used to extract the first formant. Similar to pitch, statistical values are calculated for first formant. Mel frequency cepstral coefficient (MFCC) is a representation of short-term power spectrum on a human-like mel scale of frequency. First three coefficients of MFCCs are taken to derive means and variances. All features of the speech samples are put into Artificial Neural Network (ANN), which consists of an input matrix along with a target matrix, which indicate the emotion state for each sentence composed the input of neural network. Artificial Neural Network is used to train and test the data and perform the classification, in the end figures of mean square error and confusion will be given to show how good the performance is. [1][2][11][12]

Figure 1: Flow of emotion recognition and classification

2. PRE-PROCESSING FOR EMOTION RECOGNITION
Prior to feature extraction, some necessary steps are taken to manipulate speech signal. Pre-processing mainly includes sampling, normalization and segmentation.

Figure 2: Pre-processing for emotion recognition

Speech signal is analog in form and it needs to be converted into digital form for processing. Analog signal is converted into discrete time signal with the help of sampling. Sampling ensures that the original characteristics of the signal are retained. According to sampling theorem, when the sampling frequency is greater than or equal to twice the maximum...
analog signal frequency, the discrete time signal is able to reconstruct the original analog signal.

Volume is an important fact when calculating speech energy and other features. Normalization process uses the signal sequence to ensure each sentence has a comparable volume level.

Speech is a random signal and its characteristics change with time, but this change is not instantaneous. Segmentation process divides the signal sequence into multiple frames with overlap. Overlapping is done to avoid loss of data due to aliasing. The signal \( s(n) \) becomes \( s_i(n) \) once framed, where \( i \) indicates the number of frames. After pre-processing, characteristics of the whole speech signal can be studied from statistical values. [3]

![Figure 3: Sampling process](image)

**Figure 3: Sampling process**

**Figure 4: Segmentation process**

### 3. FEATURES FOR EMOTION CLASSIFICATION AND RECOGNITION

#### 3.1 Energy

Energy is the most basic feature in speech signal processing. It plays a vital role in emotion recognition, e.g. speech signals corresponding to happiness and anger have much higher energy than those of sadness. [6]

![Figure 5: Short term energy](image)

**Figure 5: Short term energy**

#### 3.2 Pitch

Pitch is known as the perceived rising and falling of voice tone. It is the perceptual form of fundamental frequency because it sets the periodic baseline for all higher frequency harmonics contributed by oral resonance cavities. It represents the vibration frequency of vocal folds during speaking.

There are many ways to estimate pitch from a speech signal. Auto-correlation method is used because it is a commonly used method and is easy to practice. This method uses short-term analysis technique to maintain characteristic for each frame, which means pre-processing should be fully applied before pitch extraction. Since autocorrelation can decide the period of a periodic signal, autocorrelation is applied for each frame. [6]

![Figure 6: Autocorrelation](image)

**Figure 6: Autocorrelation**

**Figure 7: Pitch of an angry signal**

#### 3.3 Formant Frequencies

Formant frequencies are defined as resonances in vocal tract and they determine characteristic timbre of vowel. It is also a very useful feature for speech recognition and could be found in many speech emotion studies. The peaks of the frequency response from a linear prediction filter are the formants. [6][14]
The Mel-Frequency Cepstrum Coefficients (MFCC) is an accurate representation of short time power spectrum of a sound. The advantage of MFCC is that it imitates the reaction of human ear to sounds using a mel scale instead of linearly spaced frequency bands. [2]

Finally test set tests the final model and estimates the error rate. The default value sets training in 70 percent and 15 percent each for the rest. Initially the default values are used. Next, the number of hidden layers is chosen. As discussed previously, more the number of hidden layers, more complicated the system, better the result. Lastly the network is trained several times. The mean square together with error rate will indicate how good the results are. [4][5]
Table 1: Average values of energy and pitch for different emotions

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Average energy</th>
<th>Average pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>0.0295</td>
<td>233.033</td>
</tr>
<tr>
<td>Happy</td>
<td>0.04829</td>
<td>295.247</td>
</tr>
<tr>
<td>Angry</td>
<td>0.04939</td>
<td>217.535</td>
</tr>
<tr>
<td>Sad</td>
<td>0.0254</td>
<td>214.789</td>
</tr>
</tbody>
</table>

4.2 Other Remarks
The average log normalized values of energy and pitch for each emotion are shown in the table. Angry emotion has the highest energy, happy has the second highest and sad has the lowest energy. Linear prediction coefficients are obtained using a high pass all pole filter and consequently first three formant frequencies are obtained. [14] To obtain mel frequency cepstral coefficients, pre-processing is applied again for a short time as shown in the figure. [6] [7][8]

5. CONCLUSIONS
Firstly, all the speech corps were recorded. It is comparatively easier for the classifier to decide the category of each speech e.g. sad speeches are all slow, depressing and powerless.

In the feature extraction process, the accuracy of features plays an important role. The method used in this paper defined a reasonable domain for each detected word sample. For pitch and formant, it is not likely to examine the accuracy for each frame, so the reasonable ranges for pitches and formants are defined to filter other error values out. This is a quick and simple implementation as well, but it might also cause the edge effect. One way to improve this is by applying a start and end point detection algorithm to indicate the start and end sample point of real speech part.

For the classification process, the error rate is highly dependent on the training times. However, the suitable number of training times is neither fixed nor predictable in neural network system. For the random process of choosing training, validation and test data, the weights assign for each feature changes for different choice. To enable to have a desirable result, it is necessary to test the training process several times. After suitable times of training process, extra test signals are load into the system for emotion recognition. With an accuracy of 85 percent classification rate, the selected features (energy, pitch, formant and MFCC) prove to be good representations of emotion for speech signal.

The correctness of recognition of few emotions is shown in the figure. Also, the efficiency of classification of each emotion as a function of the number of hidden layers of ANN is summarised in the table as shown.

<table>
<thead>
<tr>
<th>No. times ANN was trained</th>
<th>Neutral</th>
<th>Happy</th>
<th>Angry</th>
<th>Sad</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>100%</td>
<td>81.80%</td>
<td>85.66%</td>
<td>56.96%</td>
<td>81.10%</td>
</tr>
<tr>
<td>10</td>
<td>61.26%</td>
<td>87.46%</td>
<td>95.66%</td>
<td>79.13%</td>
<td>80.88%</td>
</tr>
<tr>
<td>12</td>
<td>95.20%</td>
<td>94.10%</td>
<td>91.80%</td>
<td>88%</td>
<td>92.23%</td>
</tr>
<tr>
<td>20</td>
<td>91.96%</td>
<td>98.40%</td>
<td>87.30%</td>
<td>95.46%</td>
<td>93.28%</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>87.10%</td>
<td>90.44%</td>
<td>90.10%</td>
<td>79.88%</td>
<td>86.87%</td>
</tr>
</tbody>
</table>

6. FUTURE WORK
For the further work the system could be improved by increase the accuracy of extracted features to classify more complicate speech samples i.e. for multiple speakers and more emotions. Also, the system can be designed to recognize emotions like hot and cold anger, panic, surprise, fear, etc. This emotion recognition system can be extended to images as
well. Image-based speech processing to recognize emotions can be incorporated in future works. Also, study shows that people suffering from autism often have difficulty expressing their emotions explicitly. The sole purpose of this project is to recognize emotions. This project can prove to be of assistance to them which will help them to socially interact with their peers. [9][10]
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