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ABSTRACT 
Mining large data set is an important issue to deal with as data 

is growing as the field grows. Today, crime rate is a menace 

that each country faces. With the increase in crime rate the 

data is increasing and it is such a critical field that accuracy is 

important at the same time. This paper shows the comparison 

in the results between clustering and the classification. K 

means is used in clustering and in classification decision tree 

is used. The process of applying decision tree and clustering 

one after the other is used CDDT(clustered data of decision 

tree) in this paper. 

General Terms 

Your general terms must be any term which can be used for 

general classification of the submitted material such as Pattern 

Recognition, Security, Algorithms et. al. 
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1. INTRODUCTION 
Data mining is the extraction of hidden predictive information 

from large databases. Its tools predict future trends and 

behaviours and different organizations to focus on the most 

important information in their data warehouses. This 

technique can be implemented rapidly on existing software 

and can be integrated with the other products. Most 

commonly used techniques may include decision tree, 

artificial neural network, genetic algorithm, nearest neighbour 

method, rule induction etc. In this paper focus will be on 

clustering and classification as their outputs will be compared. 

Clustering in data mining is very important to discover 

distribution patterns. Clustering is a method that organizes 

data into different classes of similar characteristics. It is the 

way of searching hidden patterns. Clustering is a little similar 

to classification. classification categorize the similar data into 

same group. In this paper comparison of two different 

algorithms of data mining will be given. The comparison will 

be between clustering and classification. In clustering k means 

algorithm is used while decision tree classifier is used in 

classification. Firstly the data is mined using k-means 

algorithm and clusters are made using that. After that decision 

tree classifier is applied on the same data again and then k-

means algorithm will be applied again. The accuracy of the 

clusters of the simple k-means algorithm and the clustered 

data of decision tree (CDDT) classifier will be compared. This 

paper will include five parts. In the second part standard k 

means algorithm will be explained , in the next parts decision 

tree classifier will b explained , the fourth part will give the 

experimental results and the last portion will give the 

conclusion 

 

 

Fig.1.1 flow of process 

2. STANDARD K MEANS 

CLUSTERING ALGORITHM 
A. The process of k means algorithm 
K means is simple and widely used technique of clustering. It 

is completely based partitioning methodology. It partitions n-

data items into k groups where k indicates number of clusters 

specified by the user. Clusters are formed such that each item 

in the cluster has minimum distance from the centroid. For 

calculating distance between item and the centroid, k means 

algorithm uses the Euclidean distance measurement. It aims to 
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minimize the sum of squared distances between all points and 

the cluster center. This procedure consists of following steps: 

Input: K: the number of desired clusters. 

Output: A set of k clusters 

Algorithm:  

1) Randomly select k objects as initial centroids 

naming(m1,m2,m3) 

2) Calculate the distance between each object Oi and 

each centroid, then assign each object to its nearest cluster 

center, 

formula for calculating distance as: 

d(Oi,Mi) =    𝑂𝑖1−𝑀𝑗1
 𝑑

𝑗=1   ,  i=l...........N;  

j=l............k; 

d (Oi, Mj) is the distance between data i and cluster j; 

3) Calculate the mean in order to create the new cluster 

centers 

Mi = 

1

𝑍𝑖
 𝑥𝑖𝑗

𝑍𝑖
𝑗=1  ,  i=l...........k; Zi  is the number of 

samples of current cluster i; 

4) Repeat step 2 and 3 until the criterion function E 

converged,  

return (m1, m2................mk). Algorithm terminates. 

 

Fig. 2.1 The K- means algorithm process 

3. DECISION TABLE CLASSIFIER 
Classification techniques are most suited for predicting data 

sets with binary or nominal categories. It is a systematic 

approach for building classification models from an input data 

set. Decision table classifier, rule based classifiers, neural 

networks, support vector machines and naive byes classifier 

are its examples. 

Decision tree is simple yet widely used classifier. Explaining 

classification with decision tree become simpler using an 

example. As in this paper crime analysis is done, so suppose 

an unknown dead body is found and it is damaged completely 

.It is needed to find whether the body is of male or of female. 

One approach is to pose a series of questions about the 

characteristics of gender difference. On question may be 

whether the body is has long hair or short. But it may not be 

sufficient. So next question may be about their body parts. 

Each time we get an answer, a follow up question is asked 

until we get the desired conclusion. The tree has three type of 

nodes. 

 A root node that has no incoming edges and zero or 

more outgoing edges. 

 Internal node each of which has exactly one 

incoming edge and two or more outgoing edges. 

 Leaf or terminal node each of which has exactly 

one incoming edge and zero outgoing edges. 

 

                                                                        

 

 

                                                                                                   

                                                                                                                     

 

 

 

 

Fig.3.1 Decision Table Classifier 

The main algorithm that generates the decision table: 

Algorithm GAC (generating decision table by grouping and 

counting) 

 (minsup, minconf: real) 

1 begin 

2 best Split Attr = Best Split Attr; 

3 cand D Table = Candidate D Table (bestSplitAttr); 

4 decision Table = Prun D Table (cand D Table, minsup, 

minconf); 

5 end. 

minsup and minconf as input parameters. 
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4. EXPERIMENTAL RESULTS  
Crime rate is increasing at very fast speed, with that the data 

also becomes vast. So it is really difficult to handle such a big 

data manually. Therefore in this paper crime data set has been 

taken to determine the occurrence of crime. The sample 

dataset is shown below: 

 

Fig.4.1 crime dataset 

This data set include crimes of different years i.e. from 2006 

to 2012. The crimes include in this data set are Homicide, 

Attempted murder, Child destruction, Causing death by 

dangerous or careless driving. The comparison will be done 

on the basis of accuracy. Accuracy here means the subtracting  

incorrectly clustered instances from 100. It will cluster the 

crimes that in which year which crime rate is high so that 

preventive measures can be taken accordingly. 

In this paper firstly it is applied the K means clustering 

algorithm. The data was clustered on yearly bases. The 

incorrect cluster instances of simple k means algorithm were 

204 and the accuracy was 22.4335% whereas when two 

algorithms were combined i.e. firstly the decision table 

classifier and then the k means clustering (CDDT) the results 

improved. The incorrectly clustered instances in CDDT were 

90 and the accuracy was 65.019%.  

 

Results of simple k means clustering 

 

Results of decision table classifier and k means 
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6. CONCLUSION AND FUTURE SCOPE 
As from the results it can be seen that (CDDT) clustering after 

applying the classifier can give the better results as compared 

to simple clustering technique or k-means algorithm. 

Accuracy is the serious issue in any data field. These results 

are showing the better accuracy and the improvised results. 

For the future scope results can also be compared using 

different distance calculating methods i.e. Manhattan distance 

and euclidean distance. 
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