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ABSTRACT  
The task of developing Intrusion Detection System (IDS) 

crucially depends on the preprocessing along with selecting 

important data features of it. Another crucial factor is design 

of efficient learning algorithm that classify normal and 

anomalous patterns. The objective of this research work is to 

propose a new and better version of the Naive Bayes 

classifiers that improves the accuracy of intrusion detection in 

IDS. The proposed classifier is also supposed to take less time 

as compared with the existing classifiers. To gain better 

accuracy and fast processing of network traffic, this study 

applied three standard methods of feature selection. This 

study tested the performance of the new proposed classifier 

algorithm with existing classifiers, namely Naïve bayes, J48 

and REPTree thereby measuring different performance 

parameters using 10-fold cross validation. This study 

evaluates the performance of the new proposed classifier 

algorithm by using NSL-KDD data set. Empirical results of 

our study show that the proposed updated version of the Naive 

Bayes classifiers gives better results in terms of intrusion 

detection and false alarm rate.  

Keywords  
Machine learning; Intrusion Detection System (IDS); Naïve 

Bayes algorithm; Feature selection; NSL KDD data set 

1. INTRODUCTION 
The chances of data loss, hacking and intrusion have been 

increased with the growth and popularity of the Internet. 

Continuously growing Internet attacks pose severe challenges 

to develop a flexible and adaptive security oriented methods. 

An intrusion can be defined as a series of actions that 

compromises the integrity, confidentiality or availability of a 

computer resource [1, 2]. Intrusion Detection System (IDS) 

is one of the most important component being used to detect 

the Internet attacks that can be either host based or network 

based [3,4]. Intrusion detection is the process of monitoring 

and analyzing the activities occurring in a computer system or 

in a network in order to detect signs of security problems [5]. 

In literature, different techniques from various disciplines 

have been employed to develop efficient IDS but such 

techniques generally have some shortcomings. Traditional 

intrusion prevention techniques, such as firewalls, access 

control or encryption, password based security have been 

failed to fully protect networks and systems from increasing, 

sophisticated attacks and malwares [6]. The current trend in 

the research community to detect intrusion is based on 

machine learning. This technique has the capability of 

autonomous packet detections with high detection rates and 

low false positive rates while the system quickly adapts itself 

in dynamic environment. One of critical problem in network-

based intrusion detection system is the extensive amount of 

data generated and collected from the network users. As the 

Internet users are growing exponentially, the data generated 

are also expanding day by day over computer networks and 

consequently the capability of IDS slows down [7]. The 

optimum feature set needs to be identified by extracting the 

unnecessary features which results in reduction in processing 

time and give higher detection accuracy in IDS [8, 9].  

The present paper proposes an updated version of Naive 

Bayes (NB) classifiers that overcomes one of the drawback of 

existing Naïve Bayes algorithm and provides greater accuracy 

and preciseness in intrusion detection based scenario. For 

feature selection, this study has applied various feature 

selection techniques like Correlation-based Feature Selection, 

Information Gain feature evaluator, Gain Ratio attribute 

evaluation. The use of feature selection techniques removes 

the irrelevant or useless features that are not contributing 

much in intrusion detection. The proposed version of Naive 

Bayes classifier  is tested on the NSL KDD dataset to detect 

attacks under the four main attack categories: Probe 

(information gathering), DoS (denial of service), U2R (user to 

root) and R2L (remote to local). The proposed version is also 

being compared with the existing classifiers.  The rest of 

paper is organized as follows: Section 2 and 3 discuss about 

IDS with a brief introduction and feature selection techniques 

used in proposed work respectively. Section 4 gives a brief 

history of related work that has been done on NSL KDD data 

set in the field of Intrusion detection. Section 5 contains 

description of the new proposed Naïve base algorithm.  

Section 6 explains the employed data set and simulation 

environment. In section 7 discusses the results. Section 8 

contains the conclusion and future work. 

2. INTRUSION DETECTION SYSTEM 

AND MACHINE LEARNING  
An Intrusion detection System (IDS) is defined as an effective 

security technology, which can detect, prevent and possibly 

react to computer related malicious activities [10, 11]. An ID 

monitors and analyzes statistics of networks activities for 

potential intrusion and security attacks [12].  IDS can be used 

to detect different types of malicious network 

communications and computer systems usage where as 

conventional techniques such as firewalls are easily 

vulnerable to attack and often prone to errors in case of wrong 

configuration or ambiguous security policies [13, 14, 15]. So 

to overcome the problems of traditional intrusion detection 

based approach Machine Learning (ML) based methods 

introduced. Machine learning is a field of Artificial 

Intelligence that is concerned with the design and 

development of algorithms that allow computers to learn with 

the help of example data [16, 17]. A major motive in machine 

learning research is to automatically learn to recognize 

complex patterns and rules so that it can make intelligent 

decisions based on the given data and past experiences. In 
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context of intrusion detection, a detection model learns from 

previously recorded attack patterns (called signatures) and 

detects similar ones in incoming traffic that have not been 

encountered previously [18,19,20] 

3. FEATURE SELECTION 

METHODOLOGY 
We can consider a number of factors affecting the success rate 

of IDS that is based upon machine learning classifiers on a 

given environment. One of those factors is representation and 

quality of the data that are we going to use for intrusion 

detection. Theoretically, having large amount of data with 

more attributes and features should result in more 

discriminating power and more accuracy. But practically, 

many machine learning algorithms have shown that this is not 

always true. Given a set of features, many learning algorithms 

produce a biased estimate of the probability of the class label 

[21]. If in the database there is too much irrelevant and 

redundant information present then learning during the 

training phase is more difficult. Redundant data directly lead 

to the problem of overfitting and the overall performance of 

the system will degrade. The Naive Bayes classifier can be 

affected by presence of redundant attributes due to its 

assumption that for a given class the attributes are 

independent. Decision tree algorithms such as C4.5 can 

overfit the training data, resulting in large tree size. Usually it 

has been seen that removing irrelevant and redundant 

information results in smaller tree production by C4.5 

algorithm [22] [23]. So all the issues discussed above can be 

resolved using feature selection or attribute selection 

technique. Feature selection is used in intrusion detection to 

eliminate the redundant and irrelevant data. It refers to the 

process of selecting a subset of relevant features that fully 

describes the given problem with a minimum degradation of 

performance [24]. In attribute selection process the algorithm 

automatically searches for the best subset of attributes in your 

dataset. A subset of dataset is provided to algorithm for subset 

generation. Loop is implemented until it selects sufficient 

number of attributes from data set without influencing system 

performance and efficiency. A subset evolution function is 

used to for tracking this activity of algorithm. The whole 

process of feature selection is shown in Figure 1. 

 

 

 

 

 

 

 

 

 

Figure 1: Procedure for Feature Selection 

3.1 Attribute Selection  
In this study three standard feature evaluator methods have 

been applied by us on our proposed new Naïve Bayes 

classifier algorithm. They are Correlation-based Feature 

Selection, Information Gain feature evaluator, Gain Ratio 

using best first search and rank based strategy. 

3.1.2 Correlation-based Feature Selection (CFS): 
It assesses the value of the group of attributes by concerning 

the individual predictive ability of each feature together with 

the possibility of repetition among the features. CFS attribute 

evaluator evaluates the features which are highly correlated 

with class, yet uncorrelated with each other [25]         
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Here N is the number of tuples  i  and  i  is the respective 

values of A and B in the i
th

tuple, A and B are the respective 

mean values of A and B, BAand  are the respective 

standard deviations of A and B. The value of R lies between -

1 and 1. 

3.1.3 Information Gain feature evaluator (IGF):  
Information Gain Attribute Evaluation evaluates the worth of 

an attribute by measuring the information gain with respect to 

the class. Information gain is based on the concept of entropy 

which is widely used in the information theory domain. Given 

a collection of instances S, containing positive and negative 

examples of some target concept. The entropy of S relative to 

this Boolean classification is given by: 

Entropy(S) = Info (G) = -
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Here G is calculated by calculating the probability of 

occurrence of class over total classes in data set, where p i  is 

the random probability that an arbitrary sample belongs to 

class C i [26][27].  

3.1.4 Gain ratio feature evaluator: 
The gain ratio is an extension of information Gain discussed 

above. It attempts to overcome the Information Gain and 

prefers to select features that have a large number of values. 

So we can say Gain Ratio feature evaluator is more accurate 

under certain problems where data are well organized and 

there is no redundancy [28, 29]. Following equation calculates 

the value that represents the generated potential information 

by splitting the training data set. 

Gain Ratio (A)   =    Gain (A)/Split Info (A)    (1.4)  

4. RELATED WORKS 
Process of classification is widely discussed in the literature 

of intrusion detection process.  Intrusion detection was 

manual task before 1985 with very poor chances of being able 

to detect intrusion. In 1980 the automatic intrusion detection 

concept began with Anderson’s seminar paper [33]. He came 

up with a concept of a threat classification model. It employs 

a security monitoring surveillance system that is based on 

anomalies detection in user behavior.  In 1987, Denning 

Stopping 

Criteria 

Result 

Validation 

Subset 

Generation 

Subset    

Evaluation 

Goodness of subset 

No Yes 



International Journal of Computer Applications (0975 – 8887) 

Volume 150 – No.12, September 2016 

3 

proposed several models for IDS development based on 

statistics, Markov chains, time-series, etc. In Denning model, 

IDS identify the normal and malicious user’s on the basis of 

their behavior like If a user behavior deviates sufficiently 

from the normal behavior is considered anomalous[34].The 

first IDS to achieve this in real-time was developed in the 

early 1990s. T. S. Chou et al. proposed a dynamic model of 

“Intrusion Detection System” based on one of specific 

Artificial intelligence approach like neural and fuzzy for 

intrusion detection. Chou et al. in their proposed model 

remove unwanted and ambiguous information from the 

network traffic [35]. Number of hybrid techniques has been 

used in machine learning field to overcome the problem of 

feature selection in intrusion detection. Hybrid approach 

based upon neural fuzzy or fuzzy genetic combine 

classification and clustering to enhance the performance of 

IDS [36] [37]. Al-Dabagh et al. show in their study that the 

accuracy and performance of IDS can be improved by 

selecting effective model of Artificial Neural Network (ANN) 

and its training parameters [38]. K Franke et al. proposes 

Correlation based Feature Selection (CFS) method which 

works automatically and effectively with nominal and 

continuous kind of attributes [39].Abraham A. et al. integrated 

Bayesian network and Classification & Regression Tee and 

proposed hybrid model for feature selection algorithms which 

gives better results in identifying unknown attacks [40]. Panda 

et al. proposed a hybrid intelligent approach using 

combination of data filtering along with a classifier to make 

intelligent decision that enhance the overall IDS performance 

[41]. Saurabh et al. showed the importance of features 

selection in building effective and efficient intrusion detection 

system. They proposed feature vitality based data reduction 

approach (FVBRM) to identify a reduced set of important 

input features using NSL-KDD dataset [42]. Alhaddad 

Mohammed J et al. carried out an experiment to study the 

applicability of different classification methods and the effect 

of using ensemble classifiers on the classification 

performance and accuracy [43]. Axellson proposes 

implication and base-rate fallacy for intrusion detection 

system that works on the principle of Bayesian rule of 

conditional probability [44]. E.N. Lutu proposed a Naive 

Bayes (NB) classifier for classification. Stream mining is the 

process of mining a continuous, ordered sequence of data 

items in real time. The performance of the Naive bayes 

classifier is improved by eliminating irrelevant features from 

the modeling process [45] [46] [47]. Xi-Zhao Wang et al [48] 

proposed a non-naive Bayesian classifier (NNBC) in which 

the independence assumption is removed and the marginal 

probability density function estimation is replaced by the joint 

probability density function estimation. Sanoop Mallissery et 

al [49] classify the NSL-KDD dataset with respect to their 

metric data by using the best six data mining classification 
algorithms namely J48, ID3 CART, Bayes Net, Naïve Bayes 

and SVM in order to find which algorithm will be able to 

offer more testing accuracy. S. Benferhat et al conducted an 

empirical investigation on the KDD Cup 99 data set, 

comparing the performance of NB and a Decision Tree (DT). 

The DT obtains a higher accuracy (92.28% compared with 

91.47%), but NB obtains better detection rates on the three 

minor classes1, namely Probing, U2R and R2L intrusions 

[50].  You Chen et al. explore existing feature selection 

algorithms in intrusion detection systems group and compare 

different algorithms in three broad categories: filter, wrapper, 

and hybrid [51]. Stańczyk U proposed a new method of 

ranking for characteristics features using hybrid wrapper 

methods where ranking of variables is established based upon 

sequential backward search [52]. Datta H. Deshmukh et al. 

[53] developed a system which uses pre-processing methods 

like feature selection and descritization. Using feature 

selection algorithm required features are selected and due to 

descritization the data sets are discredited which is then 

applied to classifier algorithms like Naive Bayes, Hidden 

Naive Bayes.  

which tries to distribute the classes evenly across the folds. 

Step 2: Construct a primary structure of the Naïve Bayes 

classifiers with unique features, X={X1,X2,…..Xn}. 

5. PROPOSED METHODOLOGY 
Although Naïve Bayes algorithm gives satisfactory results 

with well organized data set but it always has some 

shortcomings like naive bayes has strong feature 

independence assumption i.e. it assumes that all features are 

independent of each other. From literature survey we come to 

know that a lot of effort has been done on improving Naïve 

Bayes classifier, following two approaches: selecting feature 

subset and relaxing independence assumptions are mostly 

used. In this study authors have proposed a new algorithm 

which works on both of above mentioned approaches. In the 

present work an updated version of the Naive Bayes classifier 

algorithm without assuming conditional independence of 

different attributes is proposed. The updated algorithm 

measures the relation between different attributes by applying 

the formula Corr(Xi, C) given in equation (1.5).In the next 

step we change the order like set X as a set X∗ in a 

descending order of |Corr(Xi, C)|.From the ordered features 

set X∗, an arc from the first features set is merged to the 

second features set. In the end, for all remaining features, we 

calculate the conditional probabilities of each feature with the 

help of previous features using the class values from the 

ordered set X∗. Maximum value of these conditional 

probabilities between all calculated features is used to 

distinguish the parent of each feature from its child. The 

correlation coefficients between two random variables X i  

and X j  is defined as: 
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Here N is the number of data points. This measure of 

correlation matrix has the characteristic of |Corr (Xi, Xj )| ≤ 1. 

When correlation value is close to 1, it shows the perfect 

linear correlation between variables Xi and Xj and Corr (Xi, 

Xj) = 0 means linear correlation is absent between features. 

The proposed algorithm works according to following steps.  

Proposed Algorithm 

Step1: Partioned the given data set into classes of approximate 

equal size. As the dataset contain classes of very unbalanced 

nature so proposed study has used k-fold cross validation. 

Step3: Calculate the correlation and its types between each 

feature Xi, i = 1.....n of all classes using the correlation 

coefficient formula Corr(X i Y i  ) given in equation (1.8). 

Step4. Change the order of elements of X as a set X
*

 = {

nXXX *
2

*
1

* ,........,,
 } in a decreasing order of |Corr(Xi, 
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C)|, i = 1, ..., n. 

Step5. Add an arc from set 1
*X   to set X 2

*

  

Step6. For j = 5,6… ... n:  

Step7 Find X∗ i that has the maximum value of 




N

k 1 |

kjkikjki XXPCXXP **** ,(),(  )C
|,i<j  Where X

i

*
= (X

Niii XX *
2

*
1

* ,.........,
)

T
 here N is the number of 

elements in matrix and C = −C.  

Step8 Join an arc from set iX *

  to set
jX *

. 

Step9. Design new the conditional probability matrix deduce 

by the new structure. 

Figure 2 shows the flow graph of the proposed algorithm 

where the NSL KDD dataset go through the phase of 

preprocessing and cross validation. Data is divided into 

training and testing sets and divided into K-sets. The proposed 

study uses k-fold cross validation method to distribute the 

classes evenly across the folds. Conditional and Posterior 

probability is calculated for each class of attack for improving 

its classification accuracy using proposed algorithm. 
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Figure 2: Flowchart of the Proposed Algorithm 

6. DATA SET DESCRIPTION AND 

SIMULATION ENVIRONMENT  
For experimental study we have used NSL-KDD data set 

which is an improved version of KDD data set and consists of 

selected records of the complete KDD data set. The training 

dataset used for experimental purposes has 21 different 

attacks out of total 37 present in the test dataset.NSL KDD 

data set is made up of 41 different attributes and five classes 

one of which is normal and other four are types of attack. The 

attack types are grouped into four categories as shown in 

Table I and Table II shows different instances of data set 

present in training and testing data set of NSL KDD data set. 

NSL KDD Data Set 
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algorithm 
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Table I. Attacks and its types in NSL KDD Data Set 

Attacks 

in 

Dataset 

Attack Type (37) 

Dos Back, Land, Neptune, Pod, Smurf, Teardrop, 

Mailbomb, Processtable 

Udpstor m,Apache2,Worm 

Probe Satan, IPsweep, Nmap, Portsweep, Mscan,Sa 

int 

R2L Guess_password,Ftp_write,Imap,Phf,Multihop

,Warezmaster,Xlock,Xsnoop,Snmpgue 

ss,Snmpgetattack, Httptunnel, Sendmail, 

Named 

U2R Buffer_ overflow, Loadmodule, Rootkit, Perl 

,Sqlattack, Xterm, Ps 

Table II. Instances of data set 

Class Type Instances in Training 

Data set 

Instances in 

Testing Data 

set 

Normal 67343 9711 

Dos 45927 7456 

Probe 11656 2421 

U2R 52 200 

R2R 995 2756 

Simulation Environment: Waikato Environment for 

Knowledge Analysis (WEKA) is a popular suite of machine 

learning software written in Java, developed at the University 

of Waikato. WEKA is free software available under the GNU 

General Public License. It contains a collection of machine 

learning algorithms for classification. The algorithms can 

either be applied directly to a dataset or called from your own 

Java code. Weka contains a collection of visualization tools 

and algorithms for data analysis and predictive modeling, 

together with graphical user interfaces for easy access to these 

functions. Weka supports several standard data mining tasks, 

more specifically data preprocessing, clustering classification, 

regression, visualization, and feature selection. The second 

tool used for implementation purpose is Netbeans which is an 

integrated developing environment (IDE) written in the Java 

programming language. The Netbeans Platform allows 

applications to be developed from a set of modular software 

components called modules. Applications based on the 

Netbeans Platform, including the Netbeans integrated 

development environment (IDE), can be extended by third 

party developers. The proposed algorithm is imported in 

Netbeans using weka API.  Netbeans 6.0 and Weka 3.6 are 

used for implementation, respectively. Following Steps are 

used to extract the source code from weka tool. 

1. Create a directory for the source code, e.g., the 

following: /tmp/weka 

2. Extract the source code from the weka-src.jar with 

any archive manager that can handle the ZIP file 

format into the directory you just created (don't 

forget to re-recreate the folder structure when 

extracting). 

3. Create a lib directory, if necessary (on the same 

level as src) 

4. Run the build.xml (above the src directory) from 

command-line for creating all the necessary 

directories: ant exejar.. 

 

7. EXPERIMENTAL RESULTS 
Performance measures indices: The performance evaluation of the experiment is carried out in terms of Accuracy (A), Detection 

Rate (DR) and False positive Rate (FPR) the following equations: 

             True positive rate (TPR)    =      
FNTP

TP


         =       

Instrusion

IntrusionsCorrect 
                                                      (1.6) 

   False positive rate (FPR)    =   
FPTN

FP


           =      

Normal

Intrusions As Normal
                                              (1.7) 

            True negative rate (TNR)   =   
FPTN

TN


             =      

Normal

NormalCorrect 
                                                           (1.8) 

             False negative rate (FNR)   =    
FNTP

FN


          =    

Intrusions

Normal As Intrusions
                                                 (1.9) 

 

 

 

 

 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 150 – No.12, September 2016 

7 

Two additional performance metrics are also commonly used, referred to as accuracy and precision 

            Accuracy                  =  
FNTNFPTP

TNTP




   =  

instances All

ionsClassifictCorrect 
                                                  (2.0) 

            Precision or Detection rate = 
FPTP

TP


   =      

Intrusions As Classified Instances

IntrusionsCorrect                                     (2.1) 

True positive (TP): Classifying an intrusion as an intrusion. 

The true positive rate is synonymous with detection rate. 

False positive (FP): Incorrectly classifying normal data as an 

intrusion also known as a false alarm rate. 

True negative (TN): Correctly classifying normal data as 

normal, it true negative rate is also referred to as specificity. 

False negative (FN): Incorrectly classifying an intrusion as 

normal. 

Kappa statistics- Used in assessing the degree to which two 

or more raters, examining the same data, agree when it comes 

to assigning the data to categories. 

NSL KDD data set that we are using for intrusion detection in 

our study has 125973 instances and 42 attributes. The 

empirical result in Table III shows performances of different 

classifier without feature selection technique. Although our 

purposed algorithm is better than existing classifiers and its 

performance is directly proportional to number of relevant 

attributes present in data set. Table III shows results on the 

basis of binary class i.e. attacker or normal user.   

Table III:  Classifiers Performance without Feature Selection 

Classifiers Time 

Taken(see) 

Correctly 

Classified 

Instances 

 

Incorrectly 

Classified 

Instances 

 

Accuracy 

TP Rate 

Accuracy 

FP Rate 

Precision F-measure 

Naïve Bayes 7.79 85.24 14.61 0.456 0.134 0.831 0.812 

J-48 49.73 89.73 11.33 0.967 0.003 0.877 0.917 

REPTree 21.12 90.07 9.03 0.892 0.025 0.883 0.721 

Proposed 

Algorithm 

24.45 92.34 8.66 0.90 0.061 0.913 0.97 

 
Table IV shows some of the others statistics of our 

experiment. It has been found that some algorithm give more 

accurate results for a specific type of attack so it motivate us 

to apply our proposed algorithm to a class of attack like DoS, 

Probe, U2R and R2L.  As shown in Table IV Naïve bayes 

algorithm is better than others algorithms in finding mean 

absolute errors. Similarly J-48 is good in finding Relative 

absolute errors. On the other hands REPTree and proposed 

algorithm is better in finding kappa statistics.  

Table IV: Types of Errors during Testing 

Classifiers Kappa Statistics Mean Absolute Error Root-Mean Square 

Error 

Relative Absolute 

Error 

Naïve bayes 0.86 0.965 0.305 0.34 

J-48 0.994 0.067 0.512 0.97 

REPTree 0.992 0.025 0.038 0.506 

Proposed Algorithm 0.921 0.021 0.312 0.312 

 

To increase the accuracy and decrease the time of our 

intrusion detection system we have applied feature selection 

technique on 41 features using filtering method. A major 

challenge is to choose appropriate features selection methods 

that can precisely determine the relevance of features to the 

intrusion detection task and redundancy between features. So 

study has applied feature selection technique which is a 

process of selecting a subset of relevant features for use in 

model construction. Feature selection is itself useful, but it 

mostly acts as a filter, muting out features that aren’t useful in 

addition to your existing features.  We have applied three 

most commonly used feature selection algorithms namely 

Correlation-based with best first, Information Gain, Gain 

Ratio with ranker method and best first search strategy and 

find each algorithm have different number of attributes based 

on their evaluation criteria.  Now we again compare the 

proposed algorithm with existing classifiers to identify and 

predict which classifiers can distinguish between alerts, 

attacks and normal data with maximum accuracy and can 

reduce false alarm rate as minimum as possible. Table V 

shows the number of features selected in each feature 

reduction method. Table V shows   the number of features 

selected by each feature reduction method. Table VI shows 

results obtained after applying different classifier on different 

classes of attacks. 
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Table V:  Depicts the number of features selected by each feature reduction method 

Feature 

Selection 

Technique 

No of Attribute Selected Selected Attributes 

CFS+ Best First 10 4,5,6,12,18,23,26,29,30,37, 

Gain ratio + Ranker 18 
3,4,5,6,9,11,12,17,22,25,26,29,30, 

32,25,37, 38,39 

Info Gain + 

Ranker 
20 

3,4,5,6,12,23, 24 ,25,26,29,30,31 

,32,33,34,35 , 36 ,37,38,39 

 

Table VI: Classifiers Performance after Feature Selection 

Feature 

Selection 

Algorithm 

Classification 

Algorithm 

Time 

taken(sec) 

Correctly 

Classified 

Incorrectly 

Classified 

Accuracy 

TP 

Accuracy 

FP 

Precision F-measure 

 

 

 

CFS+Best 

First 

Naïve bayes 

 

J-48 

 

REPTREE 

 

Proposed 

Algorithm 

5.22 

 

17.04 

 

7.5 

 

8.67 

93.5 

 

95.56 

 

96.40 

 

97.20 

6.95 

 

4.44 

 

3.60 

 

2.80 

0.937 

 

0.951 

 

0.966 

 

0.98 

0.134 

 

0.105 

 

0.121 

 

0.101 

0.935 

 

0.956 

 

0.96 

 

0.962 

0.916 

 

0.996 

 

0.976 

 

0.976 

 

 

Info Gain   +  

Ranker 

 

 

 

Naïve bayes 

 

J-48 

 

REPTREE 

 

Proposed 

Algorithm 

2.25 

 

 

6.47 

 

4.24 

 

4.22 

94.145 

 

 

97.765 

 

96.12 

 

97.02 

5.85 

 

 

2.335 

 

3.881 

 

2.981 

0.975 

 

 

0.97 

 

0.96 

 

0.971 

0.097 

 

 

0.120 

 

0.046 

 

0.023 

0.92 

 

 

0.97 

 

0.96 

 

0.97 

0.947 

 

 

0.972 

 

0.996 

 

0.991 

 

 

Gain ratio + 

Ranker 

 

Naïve bayes 

 

J-48 
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Fig 3: Comparisons of results before feature selection 

 

Fig 4: Comparisons of result after feature selection 
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Table VII: Test Accuracy for different classes of attacks 

Classification 

Algorithm 

Class Name Test accuracy with 41 

attributes in % 

Test accuracy with 15 

attributes in % 
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90.245 

 

93.785 

 

87.748 

 

 

 

J-48 

 

 Normal 

 

                 DOS 

 

Probe 

 

U2R 

 

R2L 

   

97.622 
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7.1 Analysis of Results 
Table VI has shown the results of all the feature selection 

algorithms used with proposed and existing machine learning 

classifiers. Result shows that proposed algorithm is better than 

existing Naïve bayes, J48 and REPTREE algorithms in terms 

of Root mean square error, Mean absolute error and Relative 

absolute error. So we can say less the error in detection more 

will be the accuracy of intrusion detection. Figure 3 shows 

result in absence of feature selection approach which gives 

almost same accuracy in detection as other algorithms we 

compared in our research. Figure 4 shows the results after 

feature selection approach and it is clear that in this case 

proposed algorithm gives more accurate results in intrusion 

detection and it also takes less time in identifying attacks.  

Figure 5 shows results of best feature selection algorithms 

with three important parameters like correctly classified, 

incorrectly classified and time taken to build the model it also 

shows that Naïve Bayes classifiers gives maximum accuracy 

for U2R type of attack similarly J-48 and REPTREE gives 

maximum accuracy for Probe and R2L respectively. Table 

VII shows accuracy of classifiers on different classes of 

attacks using 41 and 15 attributes and it is clear from 

experimental result that Existing Naïve Bayes classify U2R 

attack more accurately then DOS, Probe and R2R attacks. 

Similarly J48 and REPTREE identify Probe and R2L attacks 

more accurately. Our proposed classifier is being able to 

detect every type of attack with more accuracy and 

preciseness as compare to others.  

8. CONCLUSION AND FUTURE WORK 
This  study worked on issue related to Naïve Bayes machine 

learning classifier as it assume strong feature independence 

between attributes so proposed new algorithm which 

approximates the interactions between attributes by using 

conditional probabilities. The performance comparison 

amongst different classifiers with proposed classifier is made 

in order to understand their effectiveness in terms of various 

performance measures. From results, it is clear that every 

attributes in data set is not of equal importance, as we can 

ignore some attributes over others which does not involve 

much in intrusion detection. So this study has applied the 

feature selection techniques and found better results than 

before. Experimental result illustrates feature subset identified 

by Gain ratio + Ranker has improved our proposed Naïve 

Bayes classification. In future we will try to implement 

feature selection using soft computing techniques to identify 

intrusion in adaptive heterogeneous environment.    
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