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ABSTRACT 
The traditional data analytic might not have the capacity to 

handle enormous amount of data. Due to the rapid growth of 

information, solutions need to be contemplated and provided 

in order to handle and extract value and knowledge from these 

data sets. Moreover, decision makers should have the capacity 

to increase significant bits of knowledge from such fluctuated 

and quickly evolving information.  Such esteem can be given 

utilizing big data analytic, which is the utilization of advanced 

analytic techniques on big data using MapReduce approach. 

This paper examines to develop a high performance platform 

to efficiently analyse big SEER (Surveillance, Epidemiology, 

and End Results) breast cancer data set using MapReduce to 

find the recurrence of breast cancer.  
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1. INTRODUCTION 
The volume of data generated in the fields of science & 

technology is growing extremely fast [1-4].  Fortunately, with 

the support of the MapReduce [5–8] paradigm, researchers 

gear up to take on a simple programming interface for parallel 

scaling up of many data mining algorithms on larger data sets. 

It was shown [9] that algorithms which accommodate the 

Statistical Query Model [10] can be written in a certain 

“summation form”. They illustrated 10 variant algorithms that 

can be reasonable parallelized on multi-core computers 

applying the MapReduce paradigm. In 2009, Google 

represented PLANET: a framework for large-scale tree 

erudition using a MapReduce cluster [11]. Their goal in 

building PLANET was to build up an adaptable tree learner 

which could accomplish similar exactness execution as the 

conventional in-memory calculations furthermore have the 

capacity to manage bigger datasets. PLANET is utilized to 

develop versatile order and relapse trees, and also groups of 

these models. It understands parallelization by isolating tree 

learning into numerous circulated calculations, each executed 

with MapReduce. There are two main steps in the supervised 

classification process. The first is the training step where the 

classification model is built. The second is the classification 

itself, which applies the trained model to assign obscure 

information to one out of a given set of class labels. In spite of 

the fact that the training step is the one that draws more 

exploratory consideration [12-15], it generally depends on a 

little illustrative information set that does not speak to an issue 

for big data applications. Accordingly, the big data challenge 

affects mostly the classification step. 

This paper is organized as follows: section “Related work” 

introduces work that has previously been proposed for solving 

the problem in Hadoop MapReduce; section “Proposed 

Algorithm" presents the proposed algorithm; section 

“Experimental Result" demonstrates the performance of 

MapReduce in terms of accuracy; section “Conclusion" 

concludes the paper. 

2. RELATED WORK 
Santi Wulan Purnami et al. in their research work used bolster 

vector machine for feature selection and classification of 

breast cancer [16]. They focused on how 1-norm SVM can be 

used as a part of feature selection and smooth SVM (SSVM) 

for classification. Wisconsin breast cancer dataset was used 

for breast cancer analysis. The basic attributes were at first 

recognized and the finding was done based on nine chosen 

attributes. Then again, the study can’t be termed precise 

because of the limited number of attributes. 

Farzaneh Keivanfard et al.in their work, have connected 

feature selection and classification methods in perspective of 

artificial neural network to characterize breast cancer on 

dynamic Magnetic Resonance Imaging (MRI) [17]. A forward 

selection method was applied to find the best elements for 

characterization. Likewise, artificial neural networks such as 

Multilayer Preceptron (MLP) neural network, Probabilistic 

Neural Network (PNN) and Generalized Regression Neural 

Network (GRNN) were connected to classify breast cancer 

into two groups; benign and malignant tumor. An accuracy of 

100% was accomplished utilizing GRNN and PNN. Then 

again, specificity procured in this study can't be termed 

precise in light of the way that the quantity of circumspect 

cases in the database was not respectably high. 

Lambrou et al. exhibited a Conformal Predictor in light of 

Genetic Algorithms, and connected to Wisconsin Breast 

Cancer Diagnosis (WBCD) problem [18]. A standard based 

Genetic Algorithms (GAs) was used as a procedure for 

building a Conformal Prediction (CP). The resulting algorithm 

was connected to the problem of breast cancer diagnosis for 

683 records without missing values from WDBC dataset. The 

error rates insisted the authenticity of their CP for any given 

confidence level 1-e, where e is the error rate. 

Liu Ya-Qin et al proposed predictive models for breast cancer 

survivability utilizing SEER data [19]. C5.0 decision tree 

algorithm was initially utilized on the imbalanced data and 

afterward under testing was applied to the models to defeat 

the impediment of imbalanced data. Bagging algorithm was 

then used to build the characterization's execution for 

predicting breast cancer survivability. The results procured 

showed an accuracy of 0.7678. 

Ankit Agrawal et al. in their work examined the lung cancer 

data available from the SEER database for making survival 

forecast models utilizing data mining techniques [20]. SEER 
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data attributes were classified as demographic attributes, 

diagnosis attributes, treatment attributes and outcome 

attributes. A few classification techniques were applied to 

model the five outcomes of survival after 6 months, 9 months, 

1 year, 2 years and 5 years. Attribute selection techniques 

were applied to recognize a small non-redundant set of 

attributes to develop a model mortality risk calculator. It was 

found that the way of forecast was held even with small 

number of non-redundant attributes. 

Delen et al, in their work, have created models for predicting 

the survivability of analyzed cases utilizing SEER breast 

cancer dataset [21]. Two algorithms artificial neural network 

(ANN) and C5.0 decision tree were utilized to create 

prediction models. C5.0 gave an accuracy of 93.6% while 

ANN gave an accuracy of 91.2%. Bellaachia et al. took the 

investigation of Delen et al. as the basis of their research [22]. 

They have reported that the pre-classification method of 

Delen et al was not accurate in deciding the records of “not 

survived” class as the reason for death and survivability rate 

were not taken into consideration. They investigated three 

data mining techniques: the Naïve Bayes, the back propagated 

neural network, and the C4.5 decision tree algorithms. They 

have reported that C4.5 algorithm gave the best execution of 

86.7% accuracy. 

Umesh et al, in their work have used Association rule mining 

for predicting breast cancer recurrence on SEER dataset [23] 

using 17 attributes with a limited random dataset among the 

three best samples. The result procured an accuracy of 

87.72% with a limited set of data records (i.e. 2143). 

Pregel [24] is a concept like MapReduce. The distinction is 

that it gives a characteristic API to distributed programming 

system aimed for graph algorithms. It likewise supports 

iterative computations over the graph. This is a property 

which MapReduce needs. In Pregel computations, super steps, 

a sequence of iterations is adopted. With super steps, a vertex 

can get data from the past iteration furthermore send data to 

different vertices that will be received at a next super step. In 

any case, Pregel concentrates on graph mining algorithms, 

while we are keen on more general applications. 

3. PROPOSED ALGORITHM 
In this paper, an algorithm is proposed for predicting the 

recurrence of breast cancer for a breast cancer patient in 

SEER (Surveillance, Epidemiology, and End Results) dataset 

of Program of the National Cancer Institute (NCI). This 

dataset contained population characteristics and included 17 

input variables. The data were pre-processed to evacuate 

inadmissible cases. After using data cleansing and data 

preparation strategies, the final dataset was constructed. 

Finally, SEER dataset were analyzed for breast cancer 

recurrences happen in the initial 5 years after breast cancer 

treatment. The independent variables that were utilized are 

demonstrated as a part of Table 1. The dataset were cleaned 

by handling missing values, noise, identifying and correcting 

inconsistencies by using Expectation maximization (EM) 

method [25]. 

Table 1: Variables Used For Breast Cancer Recurrance 

Modeling 

Sl. No. Variable Name 

1. Race 

2. Marital Status 

3. Primary site code 

4. Histological type 

5. Behavior code 

6. Grade 

7. Extension of Tumor 

8. Lymph node involvement 

9. Site specific surgery code 

10. Radiation 

11. Stage of cancer 

12. Age 

13. Tumor size 

14. Number of positive nodes 

15. Number of nodes 

16. Number of primaries 

17. Menopause 

 

The proposed algorithm has entry to just a particular subset of 

training data. The algorithm generates a set of hypotheses and 

they are combined through weighted majority voting of the 

classes predicted by the individual hypotheses. To generate 

the hypotheses by training a weak classifier, instances drawn 

from an iteratively updated distribution of the training data are 

used. This distribution is updated so that instances 

misclassified by the previous hypothesis are more likely to be 

included in the training data of the next classifier.  The 

pseudocode for the algorithm is said underneath:  

Algorithm (𝑫𝒏, T) 

Input: Consider SEER dataset of n records (x1,y1), …, (xn, yn)  

with label classifications yi ∈ Y = {Recurrence (R), Non-

Recurrence (NR)}; xi ∈ X is the object or instance;  Base 

learner B; and Number of iterations T 

Output: The final classifier Hfinal(x) 

1.    Initialize all the records with weight, so that 𝐷1 𝑖 =  
1

𝑛
 

2.    for t ← 1 to T do 

3.         Create distribution 𝐷𝑡  on {1,…..,n} from the selected   

training subset 𝑆𝑡  

4.         Call base learner B, train B with 𝑆𝑡  

5.         Select weak classifier with smallest error rate (𝜀𝑡) on 

𝐷𝑡  

𝜀𝑡 = 𝑃𝑟𝐷𝑡
[ℎ𝑡(𝑥𝑖) ≠ 𝑦𝑖] 

  ℎ𝑡 : 𝑥 → {𝑅, 𝑁𝑅} 

6.         if  𝜀𝑡 > 0.5, then set T = t – 1 and exit from loop. 

7.         Update distribution 𝐷𝑡+1(𝑖) =
𝐷𝑡(𝑖)

𝑍𝑡
 𝐶(𝑥) 

  C(x) = 

𝜀𝑡

1−𝜀𝑡
 

1

: 𝑦𝑖 = ℎ𝑡 𝑥𝑖 

: 𝑦𝑖 ≠ ℎ𝑡 𝑥𝑖 
 

  αt = log 1−𝜀𝑡
𝜀𝑡

 > 0 

  𝑍𝑡  → Normalization constant ≤ 1 

8. Output: The final classifier Hfinal(x) = 

𝑎𝑟𝑔𝑚𝑎𝑥𝑦𝑖∈ Y  αt𝑡:ℎ𝑡 𝑥 =𝑦      
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Let the data set Dn={ (x1, y1) , (x2, y2) , ….., (xm, ym)} with label 

classification yi ∈ {Recurrence (R), Non-Recurrence (NR)};     

xi ∈ X is the object or instance; The algorithm initialize all the 

records with weight, so that  𝐷1 𝑖 =  1

𝑛
  for all the examples 

in Dn, where t ∈ [1, T] and T is the total number of iterations. 

Before beginning the first iteration these weights are 

uniformly initialized (line 1) also, they are updated in every 

consecutive iteration. At each iteration, a base learner function 

is applied to the weighted form of the data which then returns 

an optimal weak hypothesis ht (line 5). This weak hypothesis 

minimizes the weighted error. At each iteration, a weight (αt) 

is assigned to the weak classifier (line 7). At the end of T 

iterations, the algorithm returns the final classifier H which is 

a weighted average of all the weak classifiers.  

Computational Complexity of Algorithm depends on the base 

learner algorithm in line 4. Rest of the operations can be 

performed in Θ(n). Let’s consider decision trees with only two 

leaf nodes as base learners. Then the cost is Θ(dn) if the data 

examples are sorted in each attribute. Sorting all the attributes 

will take Θ(dn log n) time and this has to be done only once 

before starting the first iteration. So, the overall cost of the T 

iterations is Θ(dn(T + logn)). 

In order to implement this algorithm using MapReduce, for T 

iterations T MapReduce jobs should be put together by the 

driver program. This driver program additionally needs to 

decide for each iteration t whether this abortion condition           

εt > 1/2 is met. For this situation, the number of MapReduce 

jobs is smaller than T. 

The experiments are deployed on Amazon EC2 and have 

utilized Weka software tool to experiment with this algorithm. 

Expectation maximization (EM) algorithm were adopted for 

an efficient estimation from incomplete data. In any 

inadequate dataset, there is indirect evidence about the 

probable estimations of the unobserved values. This evidence, 

when joined with a few suppositions, comprises a predictive 

probability distribution for the missing values that should be 

averaged in the statistical analysis. The EM algorithm is a 

typical strategy for coordinating models to deficient 

information. EM is vital on the relationship between missing 

information and obscure parameters of a model. At the point 

when the parameters are known, then it is conceivable to 

acquire unprejudiced expectations for the missing values [26]. 

4. EXPERIMENTAL RESULT 
In this section, the performance of our proposed algorithms 

were demonstrated in terms of classification accuracy. The 

task is to learn a model that predicts whether breast cancer 

will recur for the breast cancer patient on a SEER dataset. All 

our experiments were performed on Amazon EC2 cloud 

computing environment and the computing hubs used were of 

type M3 instance configured with Latest Intel Xeon Processor 

and SSD-backed instance storage that delivers higher I/O 

performance. 

For experimenting 2,20,811 instances and 17 attributes were 

used for determining the classification accuracy. It can be 

seen from the Table 2: confusion matrix, that 25,291 of 

2,20,811 records are characterized vaguely. 11,021 of the 

“RECURRENCE” cases have been classified as “NON-

RECURRENCE” (False Negatives). 14,270 of the “NON-

RECURRENCE” cases have been classified as 

“RECURRENCE” (False Positives) and also represented 

graphically in Figure 1 and Figure 2. Table 3: demonstrates 

the examination of execution as for sensitivity, specificity and 

accuracy. 

Table 2: Confusion Matrix For Seer Dataset 

 R NR TOTAL 

RECURRENCE  

(R) 

14,352 

(TP) 

11,021 

(FN) 
25,373 

NONRECURRENCE 

(NR) 

14,270 

(FP) 

1,81,168 

(TN) 
1,95,438 

TOTAL 28,622 1,92,189 2,20,811 

Figure 1: Result Of Recurrence (R) For Seer Breast 

Cancer Dataset 

 

Figure 2: Result Of Non-Recurrence (Nr) For Seer Breast 

Cancer Dataset 

 

Table 3: Performance Analysis 

SENSITIVITY 56.56% 

SPECIFICITY 92.69% 

ACCURACY 88.54% 

 

There are couple of limitations with this usage. To start with, 

the training data sent to each MapReduce job dependent on 

each other as each training data subset St is drawn from the 

distribution Dt (Algorithm - line 3) and this distribution is 

updated based on the results of the previous MapReduce job. 

This implies these MapReduce jobs can't be executed in 

parallel as they need to sit tight for the distribution Dt from the 

past MapReduce job. Second, every time a MapReduce work 

begins it needs to read data from the HDFS where the past 

MapReduce job has stored the distribution Dt which will 

choose the training subset St. After this MapReduce job 

completes, it again composes its outcomes into the HDFS. For 

T iterations, the correspondence overhead is considerable as 

data are re-stacked, re-spared and re-processed for T times. 
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Therefore, a lot of CPU resources, network bandwidth and I/O 

are squandered. For smaller datasets, it turns into a main 

consideration which decreases the exhibitions. Third, as said 

some time recently, a driver project is required for each 

MapReduce job to check the end condition: εt > 1/2. This 

driver program is an additional MapReduce job and causes 

overheads as additional assignments should be booked, 

additional information need to peruse and spare to HDFS, 

additional networks resources are requested to move these 

data. 

5. CONCLUSION 
Our proposed algorithm implemented with MapReduce. The 

experimental results show that the error rates are more 

accurate and smaller in predicting the recurrence of breast 

cancer. For the proposed algorithm, since the base learners 

which process part of the original datasets work in one single 

machine sequentially.  

In the future, parallelize and distributing the computation to 

more computing hubs for the sake of increasing the 

computational efficiency is planned and intend to use 

parallelized machine learning algorithms which will also 

improve the scalability to larger datasets. 
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