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ABSTRACT 
The low and high arrhythmic risk of myocardial infarction is 
classified based on size, location, and textural information of 
scarred myocardium. These features are extracted from late 
gadolinium (LG) enhanced cardiac magnetic resonance 
images (MRI) of post-MI patients. The risk level caused by 
features are evaluated by using various classifiers including k-
nearest neighbor (k-NN), support vector machine (SVM), 
decision tree, and random forest classifier. Here, high risk 
patients are separated from low risk patients based on the 
decision made by Left Ventricular Ejection Fraction (LVEF) 
and biomarkers based on scar characteristics. However, 
additional image processing techniques are needed to have 
clear visibility for differentiating scar texture between two 
risk groups. In order to maintain balanced risk groups, 
synthetic minority over-sampling technique (SMOTE) is used 
in existing system. But accuracy is limited further because of 
imbalance risk groups and manual segmentation of classifier. 
So to improve accuracy, proposed method uses automatic 
segmentation and Local Phase Quantization (LPQ). 

General Terms 

k-nearest neighbor (k-NN), support vector machine (SVM), 

decision tree, random forest classifier and Local Phase 

Quantization (LPQ). 
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1. INTRODUCTION 
The medical images are taken with quality to detect the 
severity of the disease. Heart is the important part of human 
body which purifies and circulating to whole body. Heart 
disease is one of the most leading issues of death. Hence to 
predict this disease in advance, early detection and diagnosis 
is required [1-3]. This plays a major role in disease severity 
identification, predicts the outcomes of diseases and also 
improves patient management. Though there are several 
cardiac imaging modalities used for this purpose, less-
invasive imaging modalities like coronary CT angiography, 
cardiac magnetic resonance imaging, cardiac radionuclide 
imaging such as SPECT and PET modalities are widely used 
for assessment of heart diseases [4,5]. This study works on 
applications of above mentioned imaging modalities in 
assessing various heart diseases and provides comparison 
among them. 

Myocardial infarction (MI) indicates death of cells in the 
myocardium as a result of oxygen scarcity which may lead to 
blockage of blood supply referred as heart attack. Because of 
improper functioning of scarred myocardium, patients with 
myocardial infarction are at high risk of arrhythmias. Primary 
less-invasive modalities like Echocardiography, cardiac 

magnetic resonance (CMR), and cardiac computed 
tomography (CCT) are used for cardiac imaging. There are 
various imaging techniques for MI. Among them, Cardiac 
MRI and multi-slice computed tomography were widely used 
in the cardiac imaging technique. Implantable cardioverter 
defibrillators (ICDs) have been widely used to improve the 
survival rate of patients with arrhythmia.          

Various types of segmentation methods are used in Matlab to 
find the scarred tissue of the myocardium. In this work region 
growing method is used along with Local Phase Quantization 
(LPQ) to segment the affected myocardial  region from CMR  
image. 

The remaining paper is prepared as follows; Section II reveals 
the proposed work of myocardial segmentation. Section III 
gives the methodology used for feature extraction and 
automatic segmentation. Section IV demonstrates the result of 
segmentation process from CMR image. Finally section V 
describes the conclusion and future enhancement of 
myocardial infarction segmentation. 

2. PROPOSED WORK 
The proposed work includes following phases. The first is 
giving affected myocardial MRI image as input.  The second 
is processing the input MRI image using various techniques 
like Gabor filter and to enhance the image. The next phase 
uses spectral domain feature to increase the resolution of the 
image and the feature extraction using SVM and KNN. Final 
step is the segmentation of the affected myocardium image 
can be done using region growing method. Local Phase 
Quantization (LPQ) is used to give information about the scar 
and its location is segmented. The following figure illustrates 
the proposed framework for segmentation of myocardial 
infarction. 

2.1 Data Collection 
Data collection process is the very important in the research 
work. For this research the dataset are collected from the 
Auckland Cardiac MRI Atlas. MRI images for 32 patients 
who are affected by myocardial infarction are taken and each 
patient has 95 images with short and long axis. Every image 
has various pixel level with the specific time interval. The 
resolution of the image is 256×256 and the size of the image 
is 80 KB. 
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Fig1. Proposed framework for myocardial segmentation. 

2.2 Pre-Processing 
The Image data preprocessing improves the image quality by 
filtering and compressing the datas to minimum storage of the 
image and the capacity of the image during segmentation. The 
first step is DICOM images are converted and using the 
Gabor filter the magnitude of images are improved. By 
improving magnitude it is easy to found the scarred area of 
myocardium using the Local Phase Quantization(LPQ) 
technique. 

3. METHODOLOGY 
The methodology used to segment affected myocardium  

images using automatic segmentation algorithm, explained 

below: 

3.1 Automatic Segmentation 
Automatic segmentation method has focus on identifying the 

myocardial contours. In this segmentation method, 3D mesh 

is constructed from the cine images of patients. Then this 3D 

mesh is registered into the cardiac resonance image volume 

and rearranged to the 2D contours to obtain final 

segmentation.  

3.1.1 Template initialization: 
Myocardium is situated with Hough transform variant for 

annular shapes detection. Dark and circular appearance of 

myocardium is the reasons to detect after convolution of the 

image with a radially-symmetric kernel modeling a dark ring.  

Kernel’s radial profile is given as: 

           
 

    
  

        

      (1) 

Where r denotes the dark ring radius 

                             

The convolution of image is performed in the Fourier domain 

for different values of r and selects the best solution that gives 

centre and radius of deformable template.  

3.1.2 Template description 
Here, myocardium seems to be a closed ribbon like structure 

which has image center line CL(i) = (x(i), y(i)) and w(i) as 

variable width. Both CL(i) and w(i) are continuous spline 

interpolations of discrete set of samples given by, {   
            }. Then at each node, continuous spline 

interpolations of a discrete set is defined as {pk = (xk, yk, wk)}. 

This provides a coupling between inside contours Cend 

(endocardium) and outside contours Cepi (epicardium). The 

two regions such as myocardium (    ) and blood pool 

      

3.1.3 Template deformation 
The criteria of set of parameters used to match template and 

the image evidence should be found. The input images are 

converted into mathematical terms expressing shape, contour 

and region constraints. Let i represents an image and     be 

the scalar weights balancing the various terms. 

The problem is now formalised as: 

              

                                      

                       (2) 

Where                                   and it is 

expressed by, 

             

                 
 

 
                   

               
 
       

 

 
 (3) 

Where          ) denotes the centreline curvature with 

average avg. 

                       represents the Contour given as, 

                                      
 

 

                 
 

 
 (4) 

Where image gradient       is expressed as   I 
(       ).n(i) 

                    ) represents the region and it is 

given as, 
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3.1.4 Abnormal tissue detection 
Each slice of CMR volume is pre-processed before the 

template deformation. The intensity distribution mixture is 

then calculated by Expectation-Maximisation algorithm. 

Areas with respect to healthy myocardium and abnormal 

tissues are expected to be appeared as homogeneous regions 

of the minimum (       ) and maximum (       ) 

intensities in the new range. Potential scars or ischemic areas 

are detected by computing Brightness, Homogeneity around 

the expected value and Homogeneity. Thus, affected part of 

heart is obtained by automatic segmentation method. Then 3D 

mesh is constructed by computing the transformation of cine 

and LE CMR data and obtained the centre point of each 

image slice. Then axes are determined from this centre point 

using least mean square algorithm. Finally, the constructed 

mesh is deformed in which image intensity is included in the 

final myocardial contour.  

3.2 Feature Extraction 
Quantitative MRI features that possess information such as 

size, location and textures about scarred myocardium are 

considered and they are extracted to categorize the patients of 

HAG and LAG.   

3.2.1 Relative scar volume 
Scar size is generally utilized as biomarkers. First, Relative 

Scar Volume is determined by using Segmented CMR slices 

and finally gives the information about scar size. It is the ratio 

of number of pixels present in the scar to the number of pixels 

present in the myocardium, across all the CMR slices.  

    = 
       

   

       
   

  (6) 

Where      and      are the number of pixels in the 

associated scarred and myocardial region 

And Tn represents the total number of slices 

3.2.2 Localization Features 
For extracting morphological information of scarred tissue, 

localization features should be determined by using reference 

point   on CMR slices.    is estimated by considering 

average position of centroids of all pixels in 

               .      is an angular position 

which represents the angle between the line connecting the 

pixel to reference point     then left ventricle LV is drawn 

manually by cardiologists. The localization features with 

statistics such as mean, standard deviation and median are 

easily calculated for each pixel present in the scarred volume. 

3.2.3 Scar gradient 
Third, Infarct tissue heterogeneity for arrhythmic patients is 

found by determining Scar gradient. The rate of change of 

pixel intensity is estimated from the derivative images and 

they are used for the identification of Infarct tissue 

heterogeneity. The final feature gradient is the sum of 

gradient magnitude of all pixels in scarred volume and it is 

identified by, 

      
   

      
   

         
  
    (7) 

Where   
   

 represents the gradient magnitude and it is 

expressed by, 

  
   

              
                 

           

Where     
   

 and     
   

 represents the directional derivative 

images achieved after convolution.  

3.2.4 Local Phase Quantization (LPQ) 
For accurate detection of scarred part in images, the image is 

quantized using Local Phase Quantization 

Local Phase Quantization (LPQ) performs with respect to the 

blur invariance property. This method utilized the phase 

information extracted by applying 2-D DFT or by short-term 

Fourier transform (STFT) measured over image f (x) given 

by, 

             –            
    

=   
        (8) 

  

Where  

Wa is the basis vector of the 2-D DFT at frequency a 

LPQ considers only four complex coefficients with respect to 

2-D frequencies such as    = [a, 0]T ,    = [0, a]T,  = [a, 

a]T and    = [a, -a]T where a represents the scalar quantity.  

          
        

   T  (9) 

Where   
 

 = [F(a1, x), F(a2, x), F(a3, x), F(a4, x)] 

       

Where  

   [Re{wa1 ,wa2 ,wa3 ,wa4}, Im{wa1 ,wa2 ,wa3 ,wa4}]T 

Then the transform coefficient vector    is stored in 

covariance matrix C. The histogram of LPQ strings are built 

and they are normalized to each CMR slice of image.  

3.2.5 Chi-square distance 
After histogram formation, classification scheme is adapted to 

classify HAG and LAG patients. For this classification, two 

histograms and distance metrics are required. So for 

measuring distance, chi-square distance is used. It works 

better for smaller dataset group. Learning the model 

histogram is done by taking the average of training histogram. 

Then the test patient is assigned which has minimum distance 

compared to the model histogram of HAG and LAG patients. 

Chi square distance is expressed as follows: 
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     (10) 

Where     represents the frequencies of same bin b in    

    represents the frequencies of same bin b in    

Finally, the extracted scalar features are used in k-NN and 

SVM classifiers. This is defined as: 

DP,R=
         

  

         
  

                 (11)                                                                                

Where    represents the patients of LPQ histogram 

  
  and   

 
 represents the patients in model histograms 

of HAG and LAG 

But for high risk arrhythmic patients, large values of chi-

square features are needed. 

4. RESULTS 
The effective myocardial infarction segmentation is 

implemented in Matlab R2014a software. The CMR images 

are segmented using Local Phase Quantization (LPQ) and 

automatic segmentation.  

4.1 Noise  Removal 
CMR images are filtered to remove the noise based on 

intensity values of the pixels using the Gabor filter to improve 

the magnitude of image using Matlab. The figure (fig2) shows 

the original image and the filtered  image.  

 

Fig1. Noise Removal using Gabor filter 

4.2 Automatic Segmentation 
In the automatic segmentation various algorithms are used 

and the affected regions are partitioned using contour image 

and segmented.   

 

 

Fig2. Input image 

 

 

Fig3. Contour image 

 

 

Fig4. Segmented image 
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4.3 Performance Evaluation 

4.3.1 Classification Accuracy  
The below fig1 shows the classification accuracy result of 

existing LBP with segmentation method and proposed LPQ 

based automatic segmentation method. It should be noted that, 

Scarred features that are obtained from LPQ improves the 

performance of both SVM and k-NN classifiers. 

 

Fig1. Accuracy result of LBP method and LPQ based 

automatic segmentation method 

4.3.2 Precision 
The below fig2 shows the precision result of existing LBP 

with segmentation method and proposed LPQ based 

automatic segmentation method. LPQ method accurately 

predicts the error and enhances the precision result of both 

SVM and k-NN classifiers.  

 

Fig2. Precision result of LBP method and LPQ based 

automatic segmentation method 

4.3.3 Recall 
The below fig3 shows performance result on recall of existing 

LBP with segmentation method and proposed LPQ based 

automatic segmentation method. Automatic segmentation and 

LPQ method both increases the prediction of relevant features 

in large data set and improves the classification performance.  

 

Fig3. Recall result of existing method and LPQ based 

automatic segmentation method 

4.3.4 F-Measure 
The below fig4 shows the result of F-measure of LBP with 

segmentation method and LPQ based automatic segmentation 

method. From the figure, it is proved that, proposed system 

with automatic segmentation and LPQ outperforms than the 

existing system.  

 

Fig4. F measure comparison of LBP method and LPQ 

based automatic segmentation method 

5. CONCLUSION 
In this research the MRI myocardial images were segmented 

to detect the myocardial infarction between low and high 

arrhythmic groups. The feature extraction is done to improve 

the accuracy. LPQ technique is used to give the information 

about the scarred tissue such as size of the scar and where the 

scar is located. In future research, the proposed algorithm may 

test using larger number of datasets and alternative methods 

are used  to improve the accuracy. Various algorithms may be 

used for detecting various myocardial diseases. 
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