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ABSTRACT 
The study embodied in this paper, aims at making use of 

machine learning and computer vision algorithms in order to 

reliably identify the species of bacteria, from their 

microscopic images. The study has taken into consideration 

three of the most commonly occurring species of bacteria that 

are clinically important. The work shown further in this study 

can be extended to a larger number of bacteria species. The 

study makes use of the Speeded Up Robust Features or SURF 

algorithm for detecting image keypoints. The artificial 

intelligence classifier makes use of these keypoint vectors as 

its input variable. It is noteworthy that the images used are 

taken at the gram staining stage of bacterial identification, in 

order to minimize any biases in the dataset owing to a 

variance in staining technique, although the feature detector 

invariably grayscales the image prior to keypoint 

computation. The paper follows the study from the conception 

of the idea, to the formulating of the algorithm, the training 

and testing of the same. 
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1. INTRODUCTION 
Bacteria are single celled prokaryotic organisms. The term 

bacteria, is used for a very large sphere of organisms. Most 

bacteria are harmless, and are often beneficial to humans. 

Certain species of bacteria however, are capable of causing 

disease in humans and/or animals, thus becoming clinically 

important. These species may collectively be called 

pathogenic bacteria.  

It is important to correctly identify bacterial species present in 

the bodily fluids or other bodily media in order to ensure swift 

and correct diagnosis and treatment. Typically, bacterial 

identification involves the preparation of slides with smears of 

the fluid or other media samples containing the bacteria, for 

microscopic study and also the preparation of bacterial 

cultures on specific growth materials (gels/agars). Both 

techniques involve certain biochemical tests performed in 

order to identify the bacterial species. 

The most common biochemical test, and in most cases, the 

first step in identifying the bacterial species is the Gram 

staining procedure. The test, named after its inventor Hans 

Gram, classifies bacteria based on the presence of 

peptidoglycan in the bacterial cell wall. Those species with a 

presence of peptidoglycan layer in their cell wall retain the 

dye crystal violet. The remaining species get stained by a 

counterstain, usually safranin or fuchsine. Although this test is 

perhaps the first step taken in classifying bacteria, not all 

bacterial species are sensitive to this test, thereby creating a 

group of species, which are known as gram-indeterminate or 

gram-invariable bacteria. 

To a great extent, bacteria are classified on the basis of their 

morphology [1] into sub groups such as, cocci, bacilli, vibrio et 

cetra. Microscopic study helps determine the morphological 

sub group of the bacteria under consideration. This further 

aids in classifying bacteria as per their species. Earlier 

attempts at classifying bacterial morphology have been made 

based on probabilistic classifiers [2]. However, attempts at 

these techniques in this study resulted in poor accuracy [3, 4]. 

The study makes use of computer vision and machine learning 

algorithms in order to attempt to classify bacterial species 

from their microscopic images. The procedure may briefly be 

outlined as such: 

 Image Pre-Processing: Once the bacterial microscopic 

image is obtained, it must undergo some basic 

processing, in order that the algorithm runs efficiently. 

This involves cropping the image at a region of interest, 

into a 64 by 64 pixels image. This cropped image is used 

for all further purposes. 

 Feature Extraction: The image is then subjected to a 

SURF feature detection algorithm, which detects the key 

points in the image, and generates a descriptor for each 

of these. These key points are used as the input vector for 

the machine learning classifier. 

 Machine Learning Classifier and Prediction: The 

classifier is trained on a vast set of keypoint vectors. The 

newly generated key point vector is applied as an input to 

the network, and the class to which it belongs is 

predicted based on the characteristics of the vector. 

2. METHODS 

2.1 Cropping  
The raw microscopic images of the bacteria were of a diverse 

range of resolutions and scales. While the scale of the image 

was not standardized, owing to the scale invariant nature of 

the feature detector, the resolution of the images had to be 

standardized, in order to obtain data points in an unbiased 

manner for all the classes of bacteria considered. In order to 

ensure this, it was decided that each image be broken up into 

parts of 64X64 pixels each, containing relevant visual 

information as regards the bacteria being observed. The 

cropping of images was also instrumental in avoiding 

redundant data points, or false features arising from structures 

other than bacterial cells or their colonies. The cropped 

images were then used to extract feature points, which will be 

used as the input vectors for the classifier network. 
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2.2 The Feature Extractors  
The SIFT or Scale Invariant Feature Transform is an 

algorithm used to detect features as keypoints in a given 

image. These keypoints are scale as well as rotation invariant. 

These keypoints provide robust matches even upon viewpoint 

changes, or addition of noise [5]. The SIFT algorithm 

generates these features or key points using these principle 

steps: 

 Scale-space Extrema Detection: This process makes use 

of the Difference of Gaussian (DoG) levels obtained by 

progressive Gaussian blurring at varying image sizes, in 

order to approximate a Laplacian of Gaussian to find 

edges and corners. 

 Keypoint Localization: This process is performed in two 

stages: Locating the maxima or minima in the DoG 

images, and finding the sub-pixel maxima or minima. 

The sub-pixel values are generated by performing a 

Taylor expansion around the maxima or minima pixel 

location to locate sub-pixel keypoints. 

 Orientation Assignment: Orientations are assigned to 

each of the located key points, based on the local image 

gradients. Future operations on the image data is on 

transformed values relative to scale, orientation and 

location for each keypoint, rendering it invariant to 

transformations of these 

 Key point descriptor: The local image gradients are 

measured at the selected scale around each key point. 

These are transformed into a representation that allows 

for significant variance in illumination and local shape 

distortion. 

The SURF or Speeded Up Robust Features is a feature 

detection algorithm, inspired by the SIFT algorithm. Unlike 

SIFT, the Laplacian of Gaussian is approximated with box 

filters. This helps convolve the box filter with integral images 

in parallel for different scales, speeding up the process. SURF 

also relies on the determinant of the Hessian matrix for both 

scale and location of the feature point [6]. 

For assigning orientations for the keypoints, SURF uses 

wavelet responses in horizontal and vertical direction for a 

neighborhood of size ‘6s’ where ‘s’ is the size. Adequate 

Gaussian weights may also be applied to this response. The 

dominant orientation is estimated by summing all responses 

within a 60 degree sliding orientation window.  

For describing the features SURF again makes use of wavelet 

responses in the horizontal and vertical directions for a 

20sX20s neighborhood around the key point. This region is 

further broken up into sub regions of 4sX4s. The horizontal 

and vertical wavelet response for each of these sub regions are 

used to form a vector: 

                               

This vector representation endows the SURF feature 

descriptor with 64 dimensions. To enhance feature distinction 

the SURF feature descriptor has a 128 dimension version, 

where the sums of             are individually computed for 

             . The the sums of             are 

segregated by the sign of   , thereby returning twice the 

number of features. A comparative analysis reveals that 

though SIFT is most invariant to rotational transforms, it is 

slower to execute and that SURF performs faster and yields 

comparable results for the application [7]. 

The SURF algorithm was chosen as the final feature extractor, 

owing to its increased computational speed, and reduced 

complexity. The detector was implemented using the Python 

bindings of the OpenCV library [8]. The resultant vectors from 

the SURF feature extractor were stored in memory, to be used 

as the input vector for the machine learning classifier.  

2.3 The Machine Learning Classifier  
The present case is that of a multi-class classification 

problem. There are several ways to implement such a 

classifier, the most common ones being a Support Vector 

Machine or SVM, a Logistic Regression based classifier 

utilizing the one-versus-all principle for each class, clustering 

analysis classifiers, or neural network based classifiers. The 

approach undertaken for this study is a multilayer perceptron 

based classification algorithm.  

The multilayer perceptron is a feedforward neural network; it 

has no cycling between two layers resulting in a unidirectional 

movement of information [9]. The perceptron is a learning 

algorithm for a binary classifier, which classifies an input 

based on the return value of the activation function, which is 

typically assigned as one for a class, and zero for other 

classes. A number of layers of such perceptrons, appropriately 

weighted, may be concurrently used, and are eventually 

simplified into two layer input-output systems by linear 

algebra simplification. A multilayer perceptron however, in 

addition to the linear activation function of a perceptron, also 

contains neurons with non-linear activation functions such as 

sigmoid function or hyperbolic tangent function neurons. A 

typical multilayer perceptron consists of three or more layers, 

indicating one or more hidden layers in addition to the input 

and output layers. Since a multilayer perceptron is a fully 

connected feedforward network, each connection is a 

weighted one. These weighted connections are adjusted 

through a backpropogation in order to perform supervised 

learning. Typically the change in the weights at each learning 

iteration is found using a gradient descent algorithm in order 

to minimize the error between the prediction and the target 

variable. 

The multilayer perceptron was used as a classifier in this 

study, to differentiate between the bacterial species based on 

the feature vector input from the images. The feature vector 

extracted from the image was applied as the input vector for 

the multilayer perceptron. The activation function for the 

hidden layers was a rectified linear unit function, which acts 

as a ramp function, analogous to finding the maximum among 

the input of the neuron and zero, along with a unit addition to 

the neuron input. The ‘Adam’ algorithm was used for weight 

optimization and convergence. This algorithm is a first order 

gradient based optimization algorithm, which computes 

individual adaptive learning rates for various patterns [10]. A 

departure from ‘Adam’ would be the SEBOOST algorithm 

which boosts the standard SGD algorithm using memory of 

previous descent steps [11]. A maximum of 250 iterations was 

set. The algorithm was to be stopped if the iterations reached 

their maximum count or the convergence score did not 

improve by a tolerance of 0.0001 for two consecutive 

iterations. The dataset was split into a 70:30 training data to 

test data ratio for performing initial model validation. The 

model was further cross validated with a leave one out cross 

validation method. 

3. RESULTS 
The initial model validation was performed on a conventional 

70:30 dataset split for training versus testing respectively. The 

result of the convergence loss for each iteration is represented 

graphically. The model is said to have converged when the 



International Journal of Computer Applications (0975 – 8887) 

Volume 151 – No.8, October 2016 

25 

loss in two consecutive epochs do not improve by more than 

the set tolerance value, which in this case was 0.0001. 

The convergence score for the training set was at a 100% fit, 

while that of the testing set was at 74.7826%. 

 

Figure 1: The iteration losses for the testing phase, 

indicated by the blue line 

The leave one out cross validation [12] performed on the 

training set of 692 samples yielded a complete convergence 

on 472 samples. The results are represented in the pie chart as 

follows: 

 

Figure 2: Leave one out cross validation results 

represented as a pie chart. Correctly classified data points 

are represented by the blue slice, incorrect ones by the red 

slice. 

This shows a 68% convergence on the training set on the 

leave one out cross validation for the model under 

consideration. Although the leave one out cross validation 

was computationally expensive, owing to the n2 iterations over 

an n length dataset, it was carried out to obtain a true picture 

of the model accuracy [13]. 

Aside from the conventional model validation, and the leave 

one out cross validation steps, a third method was also 

undertaken to test the model. This was a species wise 

validation of the model. The results of this validation step are 

as follows: 

 

Figure 3: Species wise validation of the model. 

The red bars represent the testing phase accuracy, while blue 

ones represent training phase accuracy. The species-wise 

validation model serves to show that the Streptococcus 

Pneumoneae species was identified to a lesser degree of 

accuracy than the remaining species. This phenomenon most 

probably arose due to the quality of the images used for this 

particular species, which were not as feature rich as the 

remainder, and therefore presented fewer distinguishable data 

points in order to facilitate the classification. 

4. CONCLUSION 
The algorithm conceptualized in this study, has to a 

satisfactory extent been able to classify bacterial species from 

their microscopic images. The accuracy of the model on the 

testing set, being close to 75% is not a cause for major 

concern, as the accuracy will improve with the addition of 

data points. Over the course of this study a support vector 

machine based approach was also tried, the accuracy for this 

model was 25% on the testing set, which was worse than 

taking a random guess at the species of a bacterium given 

three choices, in which case, one will have a 33% accuracy in 

predicting the correct species. Owing to this poor accuracy 

issue, the SVM based approach was abandoned. The current 

approach too, can be further refined with the omission of 

redundant features from the input vector, so as to optimize the 

execution of the model. Furthermore, the study was conducted 

only on Gram sensitive species of bacteria, a separate study 

for Gram invariant species using similar methods needs to be 

conducted in the future, in order to verify the accuracy of such 

a model with those species. The future scope of this study 

would be to create an extensive database for clinically 

important bacteria, based on which the model will undergo 

training, and ultimately be able to classify most of these 

bacteria to reasonable degrees of accuracy. A unified model 

for Gram sensitive and Gram invariant bacteria is an area for 

further research, should the model perform with equal 

accuracy with those species. The alternative to the unified 
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model would be a two layer classification model, which will 

use separate methods to identify species that are Gram 

sensitive and those that are not. The ultimate goal of the study 

is to craft a model capable of identifying most clinically 

important bacteria, in order to provide accurate and swift 

diagnosis. 
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