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ABSTRACT 

A city‘s ―smartness‖ depends greatly on citizens‘ participation 

in smart city services. Furthermore, citizens are becoming 

technology-oriented in every aspect concerning their 

convenience, comfort and safety. Thus, they become sensing 

nodes—or citizen sensors—within smart-cities with both 

static information and a constantly emitting activity system. 

This paper presents a novel approach to perform visual 

sentiment analysis of big visual data shared on social 

networks (such as Facebook, Twitter, LinkedIn, and Pinterest) 

using transfer learning. The proposed approach aims at 

contributing to smart citizens sensing area of smart cities. This 

work explores deep features of photos shared by users in 

Twitter via convolutional neural networks and transfer 

learning to predict sentiments. Moreover, we propose big data 

architecture to extract, save and transform raw Twitter image 

posts into useful insights. We obtained an overall prediction 

accuracy of 83.35%, which indicates that neural networks are 

indeed capable of predicting sentiments. Therefore, revealing 

interesting research opportunities and applications in the 

domain of smart sensing.   
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1. INTRODUCTION 
The number of urban residents is growing by nearly 60 

million every year. In addition, more than 60 percent of the 

world‘s population will be living in cities by 2050. As a 

result, people occupying just 2 percent of the world‘s land 

will consume about three-quarters of its resources. Moreover, 

more than 100 cities of 1 million people will be built in the 

next 10 years [1]. With this population growth, challenges 

including job creation, economic growth, environmental 

sustainability, and social resilience will arise. As such, 

―Digital urbanism‖ is rapidly becoming a central pillar for 

urban planners [2] and cities are witnessing a ―smartness‖ 

evolution during an era where information and 

communication technologies (ICTs) have been exerting a 

growing and pervasive influence on the nature, structure and 

enactment of urban infrastructure, management, economic 

activity and everyday life [3]. 

Smart cities originally appeared in late 1990s ([4]; [5]) and 

have been evolving since then. Smart cities are currently the 

talk of the town due to their rapid increasing in discourses as 

well as in their real numbers. Smart city is a broad and 

variable concept, many studies and researches tried to define a 

smart city, namely the definition of Anthopoulos and Fitsilis 

[6] which presents smart city as ―an ICT-based infrastructure 

and services environment that enhance a city‘s intelligence, 

quality of life and other attributes (i.e., environment, 

entrepreneurship, education, culture, transportation etc.)‖ and 

according to Hall [7], a smart city is ―a city that monitors and 

integrates conditions of all of its critical infrastructures, 

including roads, bridges, tunnels, rails, subways, airports, 

seaports, communications, water, power, event major 

buildings, can better optimize its resources, plan its preventive 

maintenance activities and monitor security aspects while 

maximizing services to its citizens‖.  

While information and communication technologies (ICTs) 

have great potential for facilitating public participation, 

citizen engagement is a key element of most definitions of 

smart cities. Monitoring and managing data in order to feed 

back information into urban systems are practices that become 

constitutive of citizenship. Citizenship transforms into citizen 

sensing [3]. The concept of collecting data from sensors for 

monitoring purposes for which they were not originally 

designed is called citizen sensing or ―opportunistic sensing‖ 

[8]. The idea is that mobile applications opportunistically 

exploit all the sensing technologies available in the 

environment (not requiring direct user interaction) [9]. Since 

2006, when the term participatory sensing was first coined by 

Burke et al. [10], several studies have suggested and 

developed the concept of using citizens as sensors. The 

installation and maintenance of networks of physical sensors 

may be expensive and time consuming. Thus, citizen sensing 

provide a new, quick, cheap, and precise way to collect data 

about urban events. Citizen sensing can have higher impact on 

different sectors of society (e.g., health care and civil 

protection) than being solely specialized devices deployed for 

specific applications. This is due to their ability to exploit data 

collected throughout people‘s daily routines. The impact of 

citizen sensing can range from improvement of daily life 

routines and enhancing democratic debates [11] to the 

implementation of emergency/rescue applications. 

Sentiment analysis is the examination of people‘s opinions, 

sentiments, evaluations, appraisals, attitudes, emotions, and 

personal preferences towards entities such as products, 

services, organizations, individuals, issues, events, topics, and 

their attributes [12]. Traditionally, sentiment analysis mines 

information from various text sources such as reviews, news, 

and blogs then classifies them on the basis of their polarity as 

positive, negative or neutral. An important preliminary task of 

sentiment analysis is to evaluate the subjective or objective 

nature of source texts. Subjectivity indicates that the text bears 

opinion content whereas objectivity indicates that the text is 

without opinion content. Recently, sentiment analysis aims to 

exploit audio, video, location, and other non-traditional data 

sources. Visual sentiment analysis is extremely challenging. 

Image sentiment analysis involves a much higher level of 
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abstraction and subjectivity in the human recognition process 

[13] and is more challenging than object recognition as the 

latter is usually well defined. Moreover, in order to use 

supervised learning, a large and diverse labeled training set, 

perhaps on the order of millions of images, is required. 

Additionally, the learning schemes need to have high 

generalizability to cover more different domains [14].  

In this paper, we propose a novel approach to use visual 

sentiment analysis combined with big data warehousing as an 

emerging citizen sensing framework. We study the case of 

photos shared on Twitter posts. The rest is organized as 

follows. We review some related work to sentiment analysis 

and smart cities (section 2). Then, we explain in details our 

computational and storage system for sentiment prediction of 

Twitter photos using pre-trained deep neural networks 

(section 3). We limit our considerations, unless otherwise 

required, to the smart city application domain and do not aim 

to discuss sentiment analysis in its full generality. 

2. RELATED WORK 
There is a departure from existing thinking on sensor 

networks because people are no longer just consumers of 

sensed data about some natural phenomenon or ecological 

process. Rather data about people are now sensed and 

collected such that the sets of producers and consumers of 

sensed data now overlap; people are ‗in the loop‘ and may 

participate in both roles [15]. This ‗human-in-the-loop 

sensing‘ combined with Social Media and mobile computing 

leads to the creation of citizen sensors. In 1999, Neil Gross 

predicted the future, in Bloomberg Business Week he said: 

―In the next century, planet earth will don an electronic skin. 

It will use the Internet as a scaffold to support and transmit its 

sensations. These will probe and monitor cities and 

endangered species, the atmosphere, our ships, highways and 

fleets of trucks, our conversations, our bodies-even our 

dream.‖ [16] Furthermore, Cuff et al. describe mobile devices 

as ―passive sensors that can silently collect, exchange, and 

process information all day long― [17]. Moreover, Burke et al. 

assert that ―participatory sensing will task deployed mobile 

devices to form interactive, participatory sensor networks that 

enable public and professional users to gather, analyze and 

share local knowledge― [10]. Some studies such as [18] 

mention ―smart citizen‖ as a key parameter of the proactivity 

that citizens should be granted. Miluzzo et al. [19] introduced 

CenceMe, one of the first applications for smartphones 

capable of ―sensing‖ the environment. Since then, several 

works in the literature proposed generic-purpose citizen 

sensing platforms ([20]; [21]). 

Sheth [20] envisages that microblogging platforms (in which 

users can share short textual posts, URLs, videos, and images) 

as low-effort publishing services are of high interest to citizen 

sensing due to the large number of users connected on 

platforms such as Twitter, which enables the user to post from 

mobile devices with minimum effort [20]. As microblogging 

lends itself to instantaneous updates, data related to 

international events is posted before it can be reported on 

national television or traditional media. Sheth cites the 

example of Twitter posts during the Mumbai terrorist attacks 

in November 2008, when Twitter update by citizens using 

mobile devices reported observations of these events in almost 

real time [22]. 

As the number of citizens that are active on a social network 

continues to grow rapidly and public opinion views about 

government policies are scattered across the Internet, social 

sentiment analysis, has become one of the hottest solution 

areas for Big Data. Sentiment analysis covers a wide range of 

applications in smart cities. The ability of government 

agencies to continuously keep a tab on pulse of its citizens by 

means of on-going sentiment analysis will pave the way to 

better governance. Sentiment analysis can address questions 

of primary importance to government agencies [23].  For 

example, how do citizens feel about the agency‘s new 

programs and policies? What are the most talked about 

program? Is it perceived as good or bad? Sentiment analysis 

of citizens‘ tweets can help identify critical events, such as 

road accidents, fires, street violence, etc., thus allowing to 

government agencies to provide fast response [24]. Moreover, 

sentiment analysis can assist decision-making processes and 

urban planning by providing a form of implicit feedback from 

the citizens ([25]; [26]). Sentiment analysis is instrumental in 

identifying problems by listening to the public, rather than by 

actively asking for input by means of surveys, and in doing so 

it is capable of ensuring a more accurate reflection of reality 

[27]. Sentiment mapping adds location to sentiment analysis. 

By knowing the places that tweets or other sources of 

sentiment are uttered from, or the names of places they refer 

to, it is possible to build a map of the areas where anger is 

running high or where travelers are happier, thus improving 

transportation services [28].  

Sensing citizens‘ sentiments about a scientific or cultural 

event can provide, in real time, the event‘s organizers with 

meaningful insights into the degree of success of their 

initiatives [29]. Crowd pulse detection [30] and gross national 

happiness calculation [31] are examples of emerging 

sentiment analysis applications that will provide insight into 

the dominant mood of the population in real time. So far, the 

computational analysis of sentiment mostly concentrates on 

the textual content. Limited efforts have been conducted to 

analyze sentiments from visual content such as images and 

videos. Users of social media often post one or several images 

in addition to text in their messages. Existing methods for 

sentiment analysis are divided into three main categories by 

Cambria [32]: knowledge-based techniques, statistical 

methods, and hybrid approaches. Recent prominent deep 

learning methods ([33]; [34]) are becoming popular for their 

ability to learn sentiment representations from a large corpus 

of labeled and unlabeled text.  

Kim and dos Santos et al. ([33]; [35]) used a convolutional 

neural network (CNN) to perform sentiment analysis of 

Twitter messages. Chen et al. [36] trained a deep CNN model 

called DeepSentiBank to classify visual sentiment concepts. 

Xu et al. [34] introduced a visual sentiment prediction 

framework that performs transfer learning from a pre-trained 

CNN with millions of parameters. You et al. [37] fine-tuned a 

CNN on a collection of images from Getty Image for visual 

sentiment analysis and trained a paragraph vector model for 

textual sentiment analysis. Yuhai et al. [38] also used deep 

learning to perform sentiment predictions by combining the 

textual and visual features. 

3. DEEP CONVOLUTIONAL NEURAL 

NETWORKS  
Recently, The deep learning framework enables robust and 

accurate feature learning. Deep learning research has shown 

its state-of-the-art classification performance in the machine 

learning field ([39]; [40]) Especially on visual recognition 

tasks, convolutional neural networks (CNNs) has shown 

encouraging results outperforming hand-engineered image 

descriptors such as color histogram, HOG [41], SIFT [42] etc. 

Inspired by the recent successes of deep learning, we are 
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interested in solving the challenging visual sentiment analysis task using deep learning algorithms. 

 

Fig 1: CNN-F architecture contains 5 convolutional layers (Conv 1–5) and three fully connected layers (FC 6-8)

The pre-trained CNN we used in this study is the CNN-F 

architecture presented in Chatfield‘s work [43]. As shown in 

Fig. 1, the CNN-F architecture has 5 convolutional layers 

followed by 3 fully connected layers, resulting in a total of 8 

learnable concatenated layers. Fc6 and fc7 are regularized 

using dropout [39], while the last layer acts as a multi-way 

soft-max classifier. The activation function for all weight 

layers (except for fc8) is the Rectification Linear Unit 

(RELU) [39], defined in equation (1).  

𝑓 𝑥 = max(0, 𝑥)   (1) 

Where x is the input to a neuron. 

3.1 Transfer learning 
Training an entire Convolutional Network from scratch with 

random initialization is a difficult task due to the difficulty of 

finding a dataset of sufficient size. Instead, it is common to 

use transfer learning which is to pre-train a CNN on a very 

large dataset and then transfer the knowledge learnt to a new 

task to improve learning. Recent works from Torresani et al. 

[44] and Li et al. [45] show the effectiveness of transfer 

unsupervised way on relatively small datasets like CIFAR and 

MNIST by using deep feature representations ([38]; [39]). 

4. PROPOSED COMPUTATIONAL 

SYSTEM: VISUAL SENTIMENT 

PREDICTION USING TRANSFER 

LEARNING 
While Researchers have largely relied on textual sentiment 

analysis, research on visual sentiment analysis is far behind. 

Nowadays, people share a lot of content on social media in the 

form of images. People with different backgrounds can easily 

understand the main content of an image or video, which 

makes a picture worth a thousand words. Thus, sentiment 

analysis of such large-scale visual content can help better 

understand user opinions toward events or topics. In this 

section, we focus on the problem of sentiment prediction 

purely based on the visual information within image tweets. 

We propose to develop a suitable architecture for visual 

sentiment analysis as citizen sensing tool using convolutional 

neural networks and big data warehousing. 

4.1 Dataset 
Our experiment uses a real world dataset from Twitter (see 

Fig. 2 for samples). The benchmark [46] includes 603 tweets 

with photos. Ground truths of sentiment values were obtained 

by Amazon Mechanic Turk annotation, resulting in 470 

positive and 133 negative labels. 

 

Fig 2: Examples of Twitter images that represent 

respectively from top to bottom positive sentiment and 

negative sentiment. 

4.2 Methods 
We propose a novel framework that efficiently transfers 

Convolutional Neural Networks (CNN) learned on a large- 

scale dataset to the task of visual sentiment prediction. In our 

case, the learned parameters are transferred to the task of 

sentiment prediction, where the images are from a different 

domain and the labeled data is limited. The CNN-F was 

trained on ILSVRC-2012 with the ImageNet dataset [47] 
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which contains 1.2 million images with 1000 categories, using 

gradient descent with momentum. 

As illustrated in Fig.1, in order to use the pre-trained CNN as 

a fixed feature extractor, we remove the last fully connected 

layer of the pre-trained CNN (the layer leading to the output 

units) and treat the activations of the last hidden layer as a 

deep feature representation for each 224x224 input image. As 

is demonstrated by J Donahue [48], the 7th layer (Fc7) output 

of pre-trained CNN generalizes well to object recognition and 

detection. In this experiment, we explore its potential 

capability to higher-level concept understanding, namely 

sentiment. The deep features are computed by forward 

propagating through 5 convolutional layers and two fully 

connected layers in the pre- trained CNN. The output is a 

4096-dimensional deep feature vector. The pre-trained model 

was provided by a MATLAB toolbox called ―MatConvNet‖ 

[49].  

Algorithm1: Random Forests 

 

4.2.1 Feature Selection  
When the number of features is very large as in our case 

(4096 features), irrelevant features will lead to greater 

computational cost and sometimes can even decrease accuracy 

by introducing noise [50]. As such, feature selection 

algorithms are used to select the right features for our system. 

The filter based approach for feature selection is usually 

chosen due to its computational efficiency. Therefore, in 

current work we have applied filter-based approach where 

symmetrical uncertainty (SU) [51] is used as a feature 

goodness measure based on information gain. 

Let H(X) be the entropy of X, H(X|Y) be the entropy of X 

after observing values of another variable Y and IG(X|Y) be 

the information gain about X provided by Y. A feature Y is 

regarded more correlated to feature X than to feature Z, if 

IG(X|Y) > IG(Z|Y). 

𝐻 𝑋 =  − 𝑃 𝑥𝑖 log2(𝑃(𝑥𝑖))                  (2) 

𝐻 𝑋 𝑌 =  − 𝑃(𝑦𝑗 )  𝑃(𝑥𝑖|𝑦𝑗 ) log2(𝑃(𝑥𝑖|𝑦𝑗 ))𝑖𝑖               (3) 

IG(X|Y)= H(X) – H(X|Y)                                                      (4) 

Then the symmetrical uncertainty is: 

𝑆𝑈 𝑋, 𝑌 =  2 [
𝐼𝐺(𝑋|𝑌)

𝐻 𝑋 +𝐻(𝑌)
]                  (5) 

4.2.2 Classification 
With one feature selected, we trained two decision tree 

classifiers: Random Forest and J48 from Weka [52], 

explained in the next sub-sections.  

4.2.2.1 Random Forest 
Decision trees are a popular decision support tools in machine 

learning. It uses graphs, which are similar to a tree where the 

nodes are decisions and their possible consequences. Random 

forests (RF) or random decision forests [53] is a tree-based 

ensemble learning used for classification, regression, among 

others. It has the advantage of being extremely fast, efficient 

on big data and capable of overcoming the over fitting to 

training set problem. RF is a voting based ensemble of L 

decision trees (DT). Each DT works as an independent 

classifier and predicts one activity from processing that 

particular tree. The final activity selected from the algorithm 

is the one selected by the majority of trees. The random 

forests algorithm for classification is as described in 

Algorithm1.  

4.2.2.2 J48 Decision Tree 
The J48 algorithm from Weka is used to implement 

Univariate Decision Tree approach. It is the implementation 

of the C4.5 algorithm used to generate a decision tree 

developed by Ross Quinlan. The general algorithm [54] for 

building decision trees is: 

Algorithm2: J48 

 

4.2.3 Fine-Tuning  
Convolutional Neural Networks (CNNs) contain an enormous 

number of parameters so they often require large datasets to 

be trained from scratch. For tasks such as visual sentiment 

prediction, the size of the datasets is usually constrained due 

to the wide variability in visual content composing a positive 

or negative class and because of the difficulty and expense of 

acquire high-quality labels that depend so much on subjective 

reasoning [55]. In order to improve the prediction accuracy, 

we have fine-tuned the features of the pre-trained network and 

train another classifier on the features for the domain-specific 

task, which is sentiment prediction. Girshick et al. [40] 

showed how supervised pre-training followed by supervised 

fine-tuning of the network is a very effective approach for 

learning new tasks. Fine-tuning is done by initializing a 

network with weights optimized for ILSVRC-2012. Then the 

weights are updated using the target task training set. The 

learning rate used for fine-tuning is typically set to be less 

than the initial learning rate used for the full ImageNet 

dataset. This ensures that the features learnt from the larger 

dataset are not forgotten. 

We replaced the last 1000-dimensional layer (previous fc8) 

with a 3-dimensional to suit our classification needs. Our 3 

classes would be: Positive, Negative and Neutral. The pre-

trained network contains several million parameters. Running 

a fine-tuning on a CPU is time consuming. Therefore, the 

1. For b=1 to B (where B is the number of trees): 

a. Draw a bootstrap sample of size N 

from the training data. 

b. Grow a random-forest tree Tb to the 

bootstrapped data by repeating the following steps for 

each terminal node until the minimum node size nmin is 

reached. 

i. Select randomly m variables from the 

p variables. 

ii. Pick the best variable/split point 

among m. 

iii. Split the node into two nodes. 

2. Output the ensemble of trees . 

3. Predict new data by aggregating the predictions 

of the B trees (i.e., majority votes). 

{Tb}1

B

1. Check for the above base cases. 

2. For each attribute a, find the normalized information 

gain ratio from splitting on a. 

3. Let a_best be the attribute with the highest normalized 

information gain. 

4. Create a decision node that splits on a_best. 

5. Recur on the sublists obtained by splitting on a_best, 

and add those nodes as children of node. 
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forward and backward passes of the networks ran on a 

GeForce GTX 960. The network was trained by stochastic 

gradient descent, with a learning rate of 10−4 and momentum 

of 0.9. We lower the learning rate by an order of magnitude 

after every five iterations. This generally results in a slightly 

better performance for the first iterations. 

4.3 Baselines 
Low-level visual features: It has recently been shown that a 

set of low-level visual features can be useful for 

characterizing sentiment clues such as scenes, textures, faces 

as well as other abstract concepts [46]. 

Mid-level Feature-based: The second baseline is the 

SentiBank approach [56] that proposes new concept 

representation defined as an adjective-noun pair, e.g. happy 

guy, healthy food, etc. The ontology is constructed based on 

psychology studies and web mining.  

4.4 Experimental Results and Discussions 
In this section, we evaluate the performance of the transfer 

learning approach. The evaluation is made with the 5-folds 

cross validation evaluation strategy, which is standard for our 

problem scope. The 5-folds cross validation splits the dataset 

into 5 partitions and evaluates them 5 times. Each time, one of 

the 5 subsets is used as the test set and the other 4 subsets are 

grouped together to form a training set. Then, the average 

error across all 5 runs is computed for final result. 

We compare in table 1 the performance of J48 and Random 

Forest. The results are presented in terms of precision, recall 

and F1-measure. Each metric is a function of the true 

positives (TP), false positives (FP), and false negatives (FN). 

The precision is the ratio of correctly classified positive 

instances to the total number of instances classified as 

positive. It is given by, 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                 (6) 

Recall is the ratio of correctly classified positive instances to 

the total number of positive instances, and is given by, 

              𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                   (7) 

The F1-measure combines precision and recall into a single 

Value. It is given by, 

 𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
                               (8) 

Table 1: The precision, recall, F1 and accuracy of J48 and 

RF classifiers 

Classifier Accuracy Precision Recall F1 

J48 0.762 0.669 0.762 0.688 

RF 0.763 0.701 0.763 0.709   

 

It can be seen that RF slightly outperforms J48. Given the 

results we decided to use RF classifier after fine-tuning the 

network.  

We fine-tune the pre-trained neural network in the following 

way. We randomly divide the Twitter dataset into 5 equal 

partitions. Every time, we use 4 out of the 5 partitions to fine-

tune our pre-trained model and evaluate the new model on the 

remaining partition. The averaged evaluation results are 

reported in table 2. The algorithm is detailed below: 

 

 
 

Similar to Borth et al. [46], we also employ 5-fold cross-

validation and logistic regression classifier to evaluate the 

performance of all the baseline algorithms. It can be seen in 

table 2 that our proposed method of using a pre-trained 

network as feature extractor (CNN) outperforms both baseline 

approaches with a prediction accuracy of 77%. Additionally, 

experimental results showed that domain specific fine tuning 

is effective for improving the performance of pre-trained 

neural networks.  

Table 2: Comparison results of proposed method with 

baselines 

Method Accuracy 

Low-level Features 0.57 

SentiBank 0.70 

CNN 0.77 

Fine-tuned CNN 0.834 

 
This set of results demonstrates that the proposed system for 

visual sentiment prediction is capable of efficiently utilizing 

the power of the pre-trained Convolutional Neural Network. 

By transferring domain knowledge from the object detection 

domain to the sentiment prediction domain, and by domain 

specific fine-tuning we obtained an overall prediction 

accuracy of 83%. Moreover, the experimental results suggest 

that convolutional neural networks that are properly trained 

can outperform both classifiers that use low-level features or 

mid-level visual attributes for the challenging problem of 

visual sentiment analysis. We believe that the prediction 

accuracy of our system can be further improved with more 

training data, which is the goal of our future work. 

5. PROPOSED ARCHITECTURE: 

VISUAL SENTIMENT ANALYSIS AS 

CITIZEN SENSING TOOL  
The leaders of smart cities understand the power of social 

media sites. These leaders monitor the sentiment about how 

their city is being run that is expressed. Citizen sensing tool 

will provides city leaders with an easy to understand summary 

of the expressed sentiment about the themes of interest to 

them. City leaders must know the subjects that they want to 

track sentiment about. 

 

Input:  X = {x1, x2, . . . , xn} a set of images of size 

224× 224  

Y = {y1, y2, . . . , yn} sentiment labels of X  

Pre-trained network N  

1. Split X and Y into 5 equal groups {(X1, Y1), . . . ,(X5, 

Y5)}.  

2. Let i=1. 

3. do  

4. Let (X0 , Y0 ) = (X, Y ) − (Xi , Yi) 

5. Fine-tune N with input (X0 , Y0 ) to obtain new 

network Ni  

6. Evaluate the performance of Ni on (Xi , Yi)  

7. i++. 

8. while (i <= 5)  

9. Output The averaged accuracy of Ni on (Xi , Yi) 

(where i in [1-5]) 
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Fig. 3 The proposed architecture for a citizen sensing tool using our neural computational syste

Citizens interacting with social media websites such as 

Twitter generate enormous volume of big unstructured data, 

which refers to information that does not have a pre-defined 

model and/or cannot fit into relational databases.  

Nearly no analytics tool can work directly on unstructured 

data. As such, there is a vital need to define the basic 

information/semantic models, architecture components and 

operational models that together comprise a so-called Big 

Data Ecosystem with the objective of transforming the 

unstructured raw Twitter posts into useful information about 

citizens‘ sentiments and opinions. 

The overall architecture of our proposed system is explained 

in Fig. 3. Twitter posts can be downloaded and loaded into 

Hadoop [57] using purpose built tools like Apache Flume 

[58], which is a distributed system for collecting, aggregating, 

and moving large amounts of data from multiple sources into 

HDFS or another central data store.HDFS stores large files by 

dividing them into blocks (usually 64 or 128 MB) and 

replicating the blocks on three or more servers. Data can be 

gathered for free directly from Twitter public application 

interface. Once the data is loaded into Hadoop the next step is 

to transform it into a format that can be used for analysis. 

Data transformation in Hadoop is completed using a process 

called MapReduce. HDFS provides APIs for MapReduce 

applications to read and write data in parallel. . MapReduce is 

the programming paradigm that allows to take unstructured 

data and transform (map) it to something meaningful, and 

then aggregate (reduce) for reporting. MapReduce jobs can be 

generated by tools such as Hive [59]. 

Once MapReduce jobs are done, the preprocessed data can 

now be loaded into our CNN-based computational system to 

perform sentiment analysis with Python programming 

language, which has recently gained popularity as a 

productive general purpose platform for statistical analysis as 

well as for web services and interface development. Finally, 

the result can be presented to city leaders using interactive and 

user-friendly interfaces. 

6. CONCLUSIONS AND FUTURE 

WORK 
We believe that sentiment analysis is a key factor in the 

development of all smart city domains. In this paper, we have 

designed a novel citizen sensing tool that leverages the 

potential of visual sentiment analysis. Our computational 

system uses convolutional neural networks and transfer 

learning for visual sentiment prediction. We have shown that 

deep architectures can learn useful features in recognizing 

visual sentiment in social images. We believe that our 

proposed technologies make an important contribution to the 

vision of citizen sensing.  

In the future, we are planning to collect more data and study 

different network architectures to further validate our 

proposed system. Currently, we are looking at developing 

robust multimodality models that employ both the textual and 

visual content to increase the system‘s performance. 

Implementing the proposed big data architecture is part of our 

future work. 
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