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ABSTRACT 

Need of complex system is increased more rapidly. Size and 

complexity of computer systems has grown during last past 

few years in very impressive manner. Different Software 

reliability models have discovered since last 30 years. There 

has lot of work is done in field of software reliability 

estimation. Some of important models have been discussed 

in the literature review of the paper. Various dimensions 

have discussed on which reliability models is based. Those 

models have reviewed has reflect infinite and finite failures. 

On the other hand some of the models are based upon 

logarithmic distribution and they reflect infinite failures.   
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1. INTRODUCTION 
In general software reliability has two categories of models: 

Deterministic and probabilistic models. The study of defined 

distinct operators and operands in the program is employed 

as deterministic and probabilistic is one which represents 

failure occurrences and fault removal as probabilistic events. 

As software development is moving towards component-

based software design as a result we need software reliability 

modelling. 

2. LITERATURE REVIEW 
A. Year 2001 
In this paper author have explained the architecture-based 

approach to reliability assessment of software system and the 

common requirement of architecture based models are 

identified and the classification is proposed. The 

architecture-based models are classified into three categories: 

State-based model, Path-based models, and Additive-based 

models. The architecture-based approach is used for the 

quantitative assessment of component-based software 

system. 
 

 

 

Figure 1: Architecture Based Models 

Critic: The overall motive of paper is to present the existing 

architecture-based approach to assess the reliability of the 

software in the present and existing approaches of the software 

engineering. 

B. Year 2003 

The authors ‘Hoang Pham*, Xuemei Zhang’ have proposed a 

model for software reliability that is incorporates with testing 

coverage information. This model is based on nonhomogeneous 

Poisson process (NHPP) and can used to estimate and predict the 

software reliability of the product in a quantitative manner and 

we also examine the goodness-of-fit and estimation power of the 

model.[12] 

Critic: In the paper comparison of NHPP based models is 

presented and software cost model is also explained which 

estimate the testing cost, fault removal cost, and risk can cost 

due to potential problems remaining in the uncovered codes. 

C. C.   Year 2012 

a) The author ‘Razeef Mhod & Mohsin Nazir’ has summarize 

some existing software reliability growth models, provides 

critical analysis of underlying assumptions and assess the 

applicability of these models during the software development 

cycle. Software reliability growth model is a technique used to 

assess the reliability of the software product in quantitative 

manner and this model have good performance in terms of 

goodness-of-fit, predictability and so forth.[7] 

Critic: The overall research effort provided the overview of 

some existing software reliability growth models. There are four 

classes of analytical models, along with their underlying 

assumptions. 

Architecture-based models 

 

State Based Path Based Additive 

Simulation Analytic Execution  Simulation 
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b) In this paper author ‘Gaurav Aggarwal & Dr. V.K Gupta’ 

have categories software reliability models into two ways: static 

model and dynamic model. Observation of the temporary 

behavior of debugging process during testing phase is known as 

dynamic models. Modeling and analysis of program logic is 

done on the same code in static models. Software reliability 

growth model describes about error detection in software 

reliability. 

Critic: The study of this paper explains that on which factor 

software reliability depends are: failure intensity function, and 

mean value function. Some experiment has been done with the 

data on the existing models to prove there formula’s. 

D. Year 2014 

a) In this paper author B. Anniprincy & Dr .S. Sridhar have   

Propose two dimensional Software reliability growth model  by 

using Cobb-Douglas production function for capturing effect of 

testing time and testing coverage on the number of fault 

removed in the software system. S-shaped model is develop in 

the paper which we have reviewed.[10] 

Critic:  In this paper a general approach have bee developed 

which is used in driving more general models based on simple 

assumptions, constant with the basic software reliability growth 

modelling based on NHPP. 

A. Ideal Developed Models 

Markov Models (State-Based Model): 

Models of this class use the control flow graph to represent the 

architecture of the system. It is assumed that the transfer of 

control between modules has a Markov property. It gives 

knowledge of the modules at the control at any given time. 

In this state-based models is ones which is used to represent the 

application architecture either in DTMC (Discrete time Markov 

chain) and CTMC (Continuous time Markov chain)[11][14] 

1. DTMC-Based Models:-  This model uses the number of 

test cases as a unit of fault detection period. 

Table 1: Overview of DMTC-Based Models 

DTMC-

Based 

Models 

Architecture 

Model 

Failure 

Model 

Solution 

Methods 

DTMC 1 Absorbing 

DTMC(A-

DTMC) 

Reliabilities Composite 

DTMC 2 Absorbing 

DTMC(A-

DTMC) 

Reliabilities Hierarchical 

DTMC 3 Absorbing 

DTMC(A-

DTMC) 

Constant 

failure rates 

Hierarchical 

DTMC 4 Absorbing 

DTMC(A-

DTMC) 

Time-

dependent 

failure 

intensities 

Hierarchical 

DTMC 5 Irreducible 

DMTC(I-

Reliabilities Composite 

DMTC) 

DMTC 6 Irreducible 

DMTC(I-

DMTC) 

Reliabilities Hierarchical 

DMTC 7 Irreducible 

DMTC(I-

DMTC) 

Constant 

failure rates 

Hierarchical 

       

2. CTMC-Based Models:- The model uses machine 

execution time means cpu time or calendar time as a 

unit.[11] 

Table 2: Overview of CTMC-Based Models 

CTMC-

Based 

Models 

Architecture 

Model 

Failure Model Solution 

Methods 

CTMC 1 Absorbing 

CTMC (A-

CTMC) 

Constant 

failure rates 

Composite 

CTMC 2 Absorbing 

CTMC (A-

CTMC) 

Constant 

failure rates 

Hierarchical 

CTMC 3 Absorbing 

CTMC (A-

CTMC) 

Reliabilities Hierarchical 

CTMC 4 Absorbing 

CTMC (A-

CTMC) 

Time-

dependent 

failure 

intensities 

Hierarchical 

CTMC 5 Irreducible 

CTMC (I-

CTMC) 

Constant 

failure rates 

Composite 

CMTC 6 Irreducible 

CTMC (I-

CTMC) 

Constant 

failure rates 

Hierarchical 

CMTC 7 Irreducible 

CTMC (I-

CTMC) 

Reliabilities Hierarchical 

 

B. Software Reliability Growth Models: 
The models refers to those models that try to predict software 

reliability from test data and these model show a relationship 

between fault detection data and know mathematical functions 

such as logarithmic or exponential functions. The model which 

describes about error detection in software reliability is called 

software reliability growth models.[1],[2],[3][7],[4] 

There are various types of models which are based on SRGM 

are as follow: 
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Jelinski-Moranda Model:- The model was first introduced  as 

software relaibility growth model in Jelinski and Moranda 

(1972).There are certain features of this model are : This is a 

contnious time-independently distributed inter failure time and 

independent and identical error behaviour model.[8][6] 

Goel-Okumoto Model:- Goel and Okumoto proposed this model 

first and it is one of the most populor NHPP model in the field of 

software relaibility modelling and it is also called exponential 

NHPP model.[8],[6] 

Generalized Goel NHPP Model: 

This is the generalization of Goel-Okutmoto  model and  is 

proposed by Goel to descirbe the situtaion that software failure 

intensity increases  slightly at the beinging and then begins to 

decrease. [8],[6] 

Inflected S-Shaped Model:- This model is proposed by ohba and 

its underlying  concept is that software relaibility growth  

becomes S-Shaped if faults in a program are mutually dependent 

and some faults are not detectable before some others are 

removed and this model solves a technical problem in the Goel-

Okumoto model.[8],[6] 

Logistic Growth Curve Model:- This model is developed to  

predict economic population growth could also be applied to 

perdict software relaibility growth.Logistic growth curve  model 

is one of them and it has an S-Shaped curve.[8],[6] 

Musa-Okumoto Model:- In this model one property is 

incoporated which is explained by Musa-Okumoto. They have 

observed that the reduction in failure rate resulting from repair 

action following early failures are often greater because they 

tend to the most frequently ocurring once.[6],[8] 

Yamada Delayed S-Shaped Model:- It is the model with the 

modification of the non-homogeneous Possion process to obtain 

a S-Shaped curve for the cumulative number of failures detected 

such that the failure rate intially increases and later decays.[8] 

Table 3 :List Of Key Assumption By Model Category 

S

.

N

o 

Mode

l 

Name 

Prop

osed 

By 

Pr

op

os

ed 

Y

ea

r 

Mo

del 

typ

e 

Ref. Comments 

1 Jelins

ki-

Mora

nda 

Mode

l 

Jelin

ski-

Mor

anda 

19

72 

- Ref. 

[8],[6] 

 This is 

continuous 

time – 

independently 

distributed inter 

failure time   

model and  

independent 

and  identical 

error behavior 

model 

2 Goel-

Okum

oto 

Mode

Goel 

& 

Oku

19

79 

Con

cav

e 

Ref. 

[8],[6] 

It is also called 

exponential 

model or Musa 

l moto model 

3 Goel-

Shape

d 

Mode

l 

 - - - Modification of 

G-O model to 

make it S-

shaped. 

4 Gener

alized 

Goel 

NHP

P 

Mode

l 

Goel - - Ref. 

[8],[6] 

Gole proposed 

generalized 

model with 

additional 

parameter c 

,that reflect 

quality of 

testing. 

5 Inflec

ted S-

Shape

d 

Mode

l 

Ohb

a 

- Con

cav

e 

Ref. 

[8],[6] 

It is same as G-

O model .So 

solve all 

technical 

condition with 

G-O.   

6 Logis

tic 

Grow

th 

Curve 

Mode

l 

 - S-

Sha

ped 

cur

ve 

Ref. 

[8],[6] 

The model 

developed to 

predict 

economic 

population 

growth   

7 Musa

-

Okum

oto 

Mode

l 

Mus

a –

Oku

moto 

19

84 

- Ref. 

[8],[6] 

- 

8 Gomp

ertz 

Grow

th 

Curve 

Mode

l 

  S-

Sha

ped 

Ref. 

[8] 

Used by 

Fujitsu,Numaz

u Works. 

9 Yama

da 

Delay

ed S-

Shape

d 

Mode

l 

Yam

ada 

19

83

,1

98

5,

19

86 

S-

Sha

ped 

Ref. 

[8] 

Modification of 

non –

homogeneous 

Poisson 

process to 

obtain s-shaped 

curve for 

failure 

detection. 

1 Yama

da 

Yam - Con

cav

Ref. Attempt to 

account for 
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0 expon

ential 

ada e [8] testing –effort 

1

1 

Yama

da 

Imper

fect 

Debu

gging 

Mode

l 

Yam

ada 

et.al 

- Con

cav

e 

Ref. 

[8] 

Assume 

exponential 

fault constant 

function and 

constant fault 

detection rate. 

1

2 

Yama

da 

Ralei

gh 

Yam

ada 

- S-

sha

ped 

- Attempts to 

account for 

testing effort. 

1

3 

Modif

ied 

Duan

e 

Mode

l 

Dua

ne 

19

62 

- Ref. 

[8] 

- 

1

4 

Weib

ull-

Type 

Testin

g-

Effort 

Funct

ion 

Mode

l 

Wei

bull 

19

83 

Con

cav

e 

Ref. 

[8] 

Same as G-O 

for cm 1, 

Testing effort 

functional 

model. 

 

Table 4: Mean Value And Intensity Of Various Models 

Model Name  Mean Value 

Function  

Intensity Value 

Function  

Jelinski-

Moranda 

Model 

 ( ) =  0 1 − exp 

−ф     

   = (  −  )  

Goel-

Okumoto 

Model 

  ( ) =   1 −     

−    , 

     > 0,  > 0   

 

a= expected total 

number of fault 

b= fault detection 

rate 

  ( ) =    ∗     

−    

  > 0,  > 0 

Generalized 

Goel NHPP 

m(t) = a(1-exp([-   ( ) =      −1     

Model btc ]) ,   

    > 0,  > 0,  > 0 

a= expected total 

number of fault 

b,c =reflect quality 

of testing 

 

−    , 

  > 0,  > 0,  > 0 

Inflected S-

Shaped Model 

  ( ) =   ∗(1 − 

    [−   ]  /1 +   

  ∗     –  ) 

 n  ( ) = 1 –  /   

        > 0,  > 0,  > 

0 

a= expected total 

number of fault 

R = rate of 

detectable fault 

b =fault detection 

rate  

  ( ) =(      [−   

]( 1 +   ) / ( 1 +   ∗ 

   [ −  ]) 2 

      > 0,  > 0,  > 0  

Logistic 

Growth Curve 

Model 

  ( ) =   /1 +   ∗ 

    –[  ] 

    > 0,   > 0,  > 0 

a = expected total 

number of fault 

K,b = estimated by 

fitting the failure 

data. 

  ( ) = 

      −    1 +   ∗ 

    −    2 

   > 0,  > 0,  > 0 

Musa-

Okumoto 

Model 

  ( ) =   ∗   (1 + 

  ),   

   > 0,  > 0 

a = expected total 

number of fault 

b = fault detection 

rate   

 

 

  ( ) =     (1 +   )      

           > 0,  > 0 

Gompertz 

Growth Curve 

Model 

m(t)=akbt    

        

  ( )=abln(k)kexp[-bt] 

exp [-bt] 
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a>0,0<b<0,0<k<1 

a= expected total 

number of fault 

b= estimated using 

regression analysis 

a>0,0<b<0,0<k<1 

Yamada 

Delayed S-

Shaped Model 

m(t)= a(1-(1+bt) * 

exp[-bt]), 

              a>0,b>0 

a = expected total 

number of fault to 

be detected 

 b =  fault 

detection rate                       

  ( )= ab2t*exp[-bt], 

          a>0,b>0 

Yamada 

exponential 

m(t)=a*(1-exp[-rα 

(1-exp[-βt])]) 

       a>0,b>0,α>0, 

β>0 

a = total number of 

fault to be detected 

α = fault 

introduction rate 

r, β =constants 

  

  ( )=ara(exp[-rα(1-

exp[-βt])])*exp[-βt] 

          a>0,b>0,α>0, 

β>0 

Yamada 

Imperfect 

Debugging 

Model 

m(t)=a*b*(exp[αt]

-exp[-bt]/α +b) 

         a>0,b>0,α>0 

a = total number of 

fault to be detected  

b =fault detection 

rate 

α = fault 

introduction rate 

  

( )=a*b*(α*exp[αt]

+b*exp[-bt]/α +b) 

a>0,b>0,α >0 

Yamada 

Raleigh 

m(t)=a(1-exp[-rα 

(1-exp[-βt2/2])]) 

   a>0,r>0,α >0, 

β>0 

a= total number of 

fault to be detected 

α = fault 

  ( )=araβt(exp[-

rα(1-exp[-

βt2/2])])*exp[-βt2/2] 

              

 a>0,r>0,α >0, β>0 

introduction rate  

r, β =constants 

 

Modified 

Duane Model 

m(t)=a{1-

(b/b+t)c)}  

a>0,b>0,c>0 

a = total number of 

fault to be detected 

  ( )=acbc (b+t)-(1+c) 

, 

  a>0,b>0,c>0 

Weibull-Type 

Testing-Effort 

Function 

Model 

m(t)=a(1-exp[-

ba(1-exp{-βtγ])]) 

    a,b,α, β, γ >0 

a=total number of 

fault to be detected 

b = fault detection 

rate  

α =Total number 

of  test effort 

β = scale 

parameter 

γ = shape 

parameter 

 

 

------------ 

 

NHPP Models:- NHPP Models have been successfully used 

in studying hardware reliability problems. These are also termed 

as fault counting models and can be either finite failure or 

infinite failure models, depending upon how they are specified. 

In these models the number of failures experienced or examined 

so far follows NHPP distribution. NHHP class of models is close 

relative of the homogenous Poisson model. In class of models 

difference is that here the expected failures is allowed  to vary 

with time.[5],[10],[9] 

Basic Assumptions of NHHP Models 

There are some of the basic assumptions (apart from some  

special ones for the specific models) assumed for NHHP models 

are as follows:[5] 

 The software system is subjected to failure when 

execution caused by faults remaining in the system. 

 Amount of fault detected at any time is proportional to 

the number of faults remaining in the software. 

 The software failure rate is equally affected by fault 

remaining in the software. 

 When failure occurs, repair efforts starts and fault 

causing failure is removed with certainty. 

 According to failure detection point of view all faults 

are mutually independent. 
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 All the proportionalities regarding failure 

occurrence/fault isolation/fault removal is constant. 

 There exists an equivalent fault detection/fault 

removal at user/manufacturer end corresponding to the 

fault detection/removal phenomenon at the 

manufacture/ user end.   

 NHPP modelled the phenomenon of fault 

detection/removal. 

Some of the assumptions may not hold their ground. 

Comments on using NHHP Models 

NHHP models are widely practitioners. The application of 

NHHP to reliability analysis can be found in elementary 

literature on reliability. Estimates of the parameters are easily 

obtained by using either the method of maximum likelihood 

estimation (MLE) or least squares estimation (LSE).[5] 

    

 

 

 

 

Figure 2 : Classification of Models 

D. Classification Based on Failure History 

The existing SWRMs are classified into four main classes on the 

basis of failure history.[7],[14] 

 Time between Failure Models (TBF Models) 

 Fault Count Models (FC Models) 

 Fault Seeding Models (FS Models) 

 Input domain based Models (IDB Models) 

TBF Models:- In this class of models; process under study is the 

time between failures. It assumed that the time between (i-1)th 

and ith  failures is a random variable. Estimates of these 

parameters are obtained from the observed values of TBFs and 

the parameter of SWR are obtained from the fitted models.[7] 

FC Models:- The random variable of interest is the number of 

faults (failures) occurring during specfied time intervals is called 

FC Models. It is assumed that failure counts follow a known 

Stochastic process. The time is used it amy be calender time or 

may be CPU  time.[14] 

FS Models:-  In this model we tested and observed number of 

seeded and indigenous fault is counted. The method of MLE and 

combinatory  an estimate of the fault  content of the program 

prior to seeding prior to seeding is obtained and then from the 

value of SWR parameter are computed.[7] 

IDB Models:- In this model approach, a set of test cases is 

generated from the input covering the opertional profile of the 

input. Input domian is partitioned into set of equivalent 

classes.[14] 

 

 

E. Classification Based on Data Requirements 

 Empirical Models. 

 Analytical Models. 

Empirical Models:- Empirical SWR model used develops 

relationship or a set of relationship between SWR measures and 

a suitable software metrics such as program complexity using 

empirical results available from past data.[7][14] 

Analytical Models:- This model requires some form of data 

gathered from software failure. It always based on fitting of 

suitable distrubution with required assumptions for simplicity on 

aset of data gathered during software testing. 

Table 5: Overview of Models based on Failure History 

 

 

 

Time Between 

Failure (TBF) 

Models   

1. It’s a independent times 

between failure. 

2. Each fault has equal 

probability. 

3. After each occurrence fault are 

removed. 

4. At the time of correction new 

faults are introduce. 

5. Ex.  J-M De-Eutrophication, 

Schnick and Wolverton, Goel 

and Okumoto Imperfect 

Debugging, Littlewood-Verall 

Bayesian Models 

Fault Count (FC) 

Models 

1. Fault or failure in specified 

time interval. 

2. Testing during intervals is 

reasonably homogenous. 

3. Numbers of fault detected 

during non-overlapping 

intervals are independent of 

each other.   

4. Estimate software reliability 

mean time by fault count. 

5. Ex. Generalized Poisson 

Model, Goel-Okumoto NHPP 

Model, IBM Binomial and 

Poisson Models, Logarithmic 

Poisson Execution Time 

Model, Musa Okumoto 

Fault Seeding (FS) 

Models 

1. A known number of faults are 

“seed”. 

2. Seeded faults are randomly 

distributed in the program 

3. A Program has unknown 

number of indigenous faults. 

4. Indigenous and seeded faults 

have equal probabilities of 

being detect. 

5. Ex.  Lipow model, Mills 

seeding model, Basin model. 

Input Domain 

Based (IDB) 

Models  

 

1. Test cases are generated from 

the input covering. 

2. Estimate software reliability by 

failure observed in test cases. 

3. Random testing is used. 

4. Input domain can be partitioned 

into equivalent classes. 

5. Input profile distribution is 

known. 

6. Ex. Bastani Model, Nelson 

Model, Ramamoorthy. 

Software Reliability Models 

Based on failure history 

TBF FC FS IDB 
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3. FUTURE SCOPE 
“The next step will be to analyse the software reliability using 

metrics along with the implementation of hybrid model using 

old techniques of reliability models”. 

4. CONCLUSION 
In this paper various software reliability models are identified 

used in software engineering to calculate the reliability of 

software. Software Reliability has become more and more 

important in determining the capability of software within the 

time period. In this paper various Software Reliability Models 

are studied on the basis of dimensions along with their working, 

advantages and disadvantages .In the end many other parameters  

have been discussed which help in determining the reliability of 

software that are known as metric 
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