Software Quality Control Truncated Time with Linear Failure Rate Distribution based on NHPP

ABSTRACT
Statistical process control is a method of monitoring product in its development process using statistical techniques with the presumption that the products produced under identical process condition shall not always be alike with respect to some quality characteristic(s). However, if the observed variations are with in the tolerable limits statistical process control (SPC) methods would pass them for acceptance. This philosophy is adopted to decide the reliability and quality of a developed software by defining some quality measures and proposing a probability model for the quality measurements. The well known linear failure rate distribution (LFRD) is considered to propose a software reliability based on non-homogenous Poisson process (NHPP). Its mean value function is taken as a quality characteristic and SPC limits for it are developed. These control limits are exemplified to a live failure data to detect the out of control signals for the quality of the software based on the software failure data.

General Terms
NHPP- non homogenous poisson process
SRGM- software reliability growth model
MLE- maximum likelihood estimation
MSE- mean square error
IRD- inverse Rayleigh distribution
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1. INTRODUCTION
Like any manufactured product a developed software is also prone to failures for known or unknown reasons. A failed software can be debugged to bring it back to functioning through a testing process. In this procedure the data of observed software failures would throw some light on the quality of the software. There are various methods of measuring the software quality and the most popular among them is software reliability. Non homogenous Poisson processes are suitable models to compute software reliability in the statistical science. The earliest works in this direction can be attributed to those of Yamada et al(1986) [9], Wood(1996) [16].
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$$P(N(t+s) - N(t) = y) = \frac{e^{-\lambda t}(\lambda s)^y}{y!}, y = 0, 1, 2, ...$$  (1)

where $N(t)$ indicates the random number of occurrences of an event in the interval $[0,t]$. This mathematical model indicates that the changes in $N(t)$ from one time period to another time period say $[t,t+s]$ depend only on the length of the interval $s$ but not on the extremities $t+s$ of the interval. $\lambda$ is called the failure intensity. In the above equation $E[N(t)] = \lambda t, \forall t$. If we think of a Poisson process whose mean depends on the starting $t$ and also the length of the interval $s$ such a Poisson process can be explained by an equation as

$$P(N(t) = y) = \frac{e^{-m(t)}(m(t))^y}{y!}, y = 0, 1, 2, ...$$  (2)

In this equation $m(t)$ is a positive valued, non decreasing, continuous function and is called the mean value function. Equation 2 is called a Non Homogenous Poisson Process. If a software system when put to use fails with probability $F(t)$ before time $t$, if $0^t$ stands for the unknown eventual number of failures that it is likely to experience, then the average number of failures expected to be experienced before time $t$ is $\theta F(t)$. Hence $\theta F(t)$ can be taken as the mean value function of an NHPP. In the theory of probability, $F(t)$ is called the cumulative distribution function (CDF) of a continuous non negative valued random variable. Thus an NHPP designed to study the failure process of a software can be constructed as a Poisson process with mean value function based on the cumulative distribution function of a continuous positive valued random variable.

With this backdrop, we consider the well known linear failure rate distribution (LFRD) as $F(t)$ to generate software reliability growth model(SRGM) based Non Homogenous Poisson Process (NHPP). For such a model we developed the statistically admissible control limits for the mean value function and demonstrate the same how a
2. MOMENT TYPE METHOD OF ESTIMATION

In the present paper we consider the CDF of LFRD as the mean value function of our SRGM. In the theory of distributions a combination of exponential distribution which is CFR model and Rayleigh which is IFR model is used through hazard function to get a model called LFRD whose hazard function is a perfectly increasing straight line of the form \( y = a + bx \). Such a distribution is proved to be having a number of important applications in survival analysis, a proxy concept to reliability theory with a view to model software failure data with LFRD.

The probability density function (pdf) of Linear Failure Rate Distribution is given by

\[
f(x) = (a + bx)e^{-(ax + \frac{1}{2}x^2)}, x > 0, a > 0, b > 0
\]  

(3)

Its cumulative distribution function (cdf) is

\[
F(x) = 1 - e^{-(ax + \frac{1}{2}x^2)}, x > 0, a > 0, b > 0
\]  

(4)

The NHPP with \( F(\theta,x) \) as the mean value function is the SRGM for our present study and is given by

\[
m(x) = \theta[1 - e^{-(ax + \frac{1}{2}x^2)}], x > 0, a > 0, b > 0
\]  

(5)

Thus our proposed SRGM contains 3 parameters namely \( \theta, a, b \) where \( \theta \) stands for the unknown number of faults present in the software. It is also the limiting value of the mean value function as \( t \to \infty \). For any general NHPP representing as SRGM the software reliability is given by

\[
R(x/t) = P\{N(t + x) - N(t) = 0\} = e^{-m(t+x)-m(t)}
\]  

(6)

which is the probability of zero failures between the time \( t \) to \( t+x \) where \( t \) is the execution time of the software during which testing was done and \( x \) is additional time period upto which the user wants the software to function failure free. The quality of the software is based on the magnitude of the software reliability. We can know it only if the parameters of SRGM are known and \( t,x \) are specified. But generally, the parameters remain unknown and need to be estimated with the help of software failure data. Usually, the parameters will be estimated using the classical maximum likelihood estimation (MLE) method. The loglikelihood equations to get the MLEs of the parameter after simplification for LFRD generated SRGM are:

\[
\sum_{i=1}^{n} \frac{t_i e^{-at_i - \frac{1}{2}t_i^2} - t_{i-1} e^{-at_{i-1} - \frac{1}{2}t_{i-1}^2}}{e^{-at_{i-1} - \frac{1}{2}t_{i-1}^2} - e^{-at_{i-1} - \frac{1}{2}t_{i-1}^2}} \{y_i - y_{i-1}\} - \theta \gamma_n e^{-at_n - \frac{1}{2}t_n^2} = 0
\]  

(7)

In view of the complicated nature to get the solutions of loglikelihood equations, we resort to moment type of estimation of the parameters as provided in kantam et al (2014) [5]. For a ready reference this method is presented below briefly:

The Mean, Variance and coefficient of variation(CV) of a reparametrised LFRD are respectively

\[
\mu = \sqrt{\frac{2\pi}{b} e^{\frac{a^2}{2}} [1 - \Phi(\frac{a}{\sqrt{b}})]}
\]  

(10)

\[
\sigma^2 = \frac{2}{b}(1 - a\mu) - \mu^2
\]  

(11)

\[
CV = \left(\frac{\sqrt{2[1 - \sqrt{2\pi} \theta e^{\frac{a^2}{2}} (1 - \Phi(\theta)) - \pi(e^{\frac{\theta^2}{2}})^2(1 - \Phi(e^{\frac{\theta^2}{2}}))^2}}}{2\pi(e^{\frac{\theta^2}{2}})^2 (1 - \Phi(\theta))^2}\right)^2
\]  

(12)

where \( \Phi(\theta) \) is cumulative distribution function of standard normal distribution. It can be seen that from equation(2.10) that there is a one-one correspondence between the population CV and \( \theta \) of reparametrised LFRD. This motivates us to develop an auxiliary table between various hypothetical values of \( \theta \) and CV expressed by equation(2.10). In fact the RHS of equation(2.10) is evaluated for various values of \( \theta = 0(0.001)0.5 \), so that for any live value of coefficient of variation (CV) one can get back the corresponding \( \theta \), with interpolation if necessary. A part of these values corresponding to \( \theta = 0(0.001)0.5 \) is listed in Table 1. The remaining values are available with the authors.
3. MONITORING THE TIME BETWEEN FAILURES FOR MEAN VALUE FUNCTION WITH CONTROL CHART

Let $F(t)$ be the cumulative distribution function of a continuous positive valued random variable, $f(x)$ be its probability density function. If the random variable is taken as representing interval failure time of a device, a control chart of such data would be based on the 0.9973 probability limits of the times between random failure variables say $t$ analogous to the Shewhhart's theory of variable control charts. These limits and the central line are respectively the solutions of the following equations taking equi-tailed probabilities.

$$ F(t) = 0.00135 $$

$$ F(t) = 0.5 $$

$$ F(t) = 0.99865 $$

Let $t_L$, $t_C$ and $t_U$ be respectively the solutions of equations (3.1), (3.2) and (3.3) in the standard form

$$ t_L = F^{-1}(0.00135) $$

$$ t_C = F^{-1}(0.5) $$

$$ t_U = F^{-1}(0.99865) $$

The time control chart based on the mean value function corresponding to interval failure time together with three parallel lines to the horizontal axis at $t_L$, $t_C$ and $t_U$ for the data of Kim(2013) is given below.
Table 2. Failure time data

<table>
<thead>
<tr>
<th>Failure number</th>
<th>Failure time (hours)</th>
<th>Failure number</th>
<th>Failure time (hours)</th>
<th>Failure number</th>
<th>Failure time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>11</td>
<td>71</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>5</td>
<td>14</td>
<td>12</td>
<td>77</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>6</td>
<td>21</td>
<td>13</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>43</td>
<td>7</td>
<td>32</td>
<td>14</td>
<td>87</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>8</td>
<td>38</td>
<td>15</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>9</td>
<td>39</td>
<td>16</td>
<td>92</td>
</tr>
<tr>
<td>7</td>
<td>58</td>
<td>10</td>
<td>43</td>
<td>17</td>
<td>98</td>
</tr>
<tr>
<td>8</td>
<td>63</td>
<td>11</td>
<td>45</td>
<td>18</td>
<td>104</td>
</tr>
<tr>
<td>9</td>
<td>70</td>
<td>12</td>
<td>50</td>
<td>19</td>
<td>109</td>
</tr>
<tr>
<td>10</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Parameter estimates and their control limits

<table>
<thead>
<tr>
<th>Linear Failure Rate model</th>
<th>$\hat{a}$</th>
<th>$\hat{b}$</th>
<th>$\hat{\theta}$</th>
<th>$m(t_L)$</th>
<th>$m(t_C)$</th>
<th>$m(t_U)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4432612</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.653117</td>
</tr>
</tbody>
</table>

Estimated values of $m(t)$ at the given failure times $t_1, t_2, \ldots t_n$ along with the successive differences of these estimates are given in Table 4. The successive differences would indicate the estimated number of failures between consecutive failure times. The graph through $[t_i, \Delta m(t_i)]$ for $i=1, 2, \ldots, n-1$ along with three parallel horizontal lines at $m(t_L), m(t_C), m(t_U)$ would be the required failure control chart and is given in figure below.
The control limits are such that the point above the $m(t_U)$ (UCL; upper control limit) is an alarm signal. A point below the $m(t_L)$ (LCL; lower control limit) is an indication of lower quality of software. A point within the control limits indicates stable process. In this figure, the first out of control is noticed at the 25th failure with the corresponding successive difference of $m(t)$ falling below LCL and hence a preferable out-of-control signal for the process. The assignable cause for this is to be investigated and needs to be promoted.

4. SUMMARY & CONCLUSIONS

There are many charts which use statistical techniques. It is important to use the best chart for the given data, situation and need. In this paper, the control chart for estimated number of failures in consecutive failure time intervals against the serial order of the failure interval is developed with the associated control lines and central line at same serial point on that of Kim(2013) [6]. However the basic model for our chart is a more generalized one allowing IFR as well as CFR failure behavior, whereas that of Kim(2013) [6] relates to only CFR model. Hence our conclusion is in a broader domain of models and hence can be generalized version than that of Kim(2013) [6].
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