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ABSTRACT 

The Internet has become a necessity in today's society; any 

information is accessible on the internet via web browser. 

However, these activities could have an impact on users, one 

of which changes in behavior. This study focuses on the 

activities of Internet users based on the log data network at an 

educational institution. The data used in this study resulted 

from one-week observation from one of the universities in 

Yogyakarta. Data log network activity is one type of big data, 

so it is needed to use of data mining with K-Means algorithm 

as a solution to determine the behavior of Internet users. The 

K-Means algorithm used for clustering based on the number 

of visitors. Cluster number of visitors divided into three, 

namely low with 1479 amount of data, medium with 126 

amount of data, and high with 33 amount of data. 

Categorization also performed by the access time and is based 

on website content that exists in the data. It is to compare the 

results by the K-Means clustering algorithm. The results of 

the educational institution show that each of these clusters 

produces websites that are frequented by the sequence: 

website search, social media, news, and information. This 

study also revealed that the cyber-profiling had been done 

strongly influenced by environmental factors and daily 

activities. 
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1. INTRODUCTION 
The most important thing in the management of a network is 

to know the characteristics of the network users; the traffic 

analysis can help administrators to create policies and protect 

network security [1]. APJI survey that was conducted in 2014 

shows the sequence of activities of Internet users in Indonesia 

are: users of social media, information search, chat, news, 

video, and email. These results indicate that the search for 

news and email usage are not included in a popular activity 

[2]. 

At this digital era, the use of social media produces more 

information than ever before. This suggests that big data 

requires data mining technology to address these challenges 

[3]. The clustering algorithm is one of the effective algorithms 

to analyze big data to describe the attributes available [4] . In 

general, the behavior of mobile phone users often makes 

browsing activity. This shows that the relationship between 

browsing activities and daily activities [5]. Cyber-profiling 

studies are the exploration of data to determine the 

characteristic of user activity when using the computer/ 

internet. 

One of the algorithms that can be used in helping the cyber-

profiling is a K-Means algorithm. This algorithm will perform 

the categorization of Internet users based on the number of 

visitors to a website. This will show what is frequently 

accessed by the user so they will know the behavior of their 

users activities on the internet. Profiling is the process of 

collecting data of individuals or groups who can produce 

something interesting, surprising and significant [6]. Cyber-

profiling has been brought a good step for forensic computer 

science; it is based on the experience that has been done [7]. 

In accessing the internet, the locations will provide significant 

information to determine a person's behavior [8]. The use of 

internet services on a campus that can petrify the educational 

activities is sometimes also used for criminal or illegal 

activities. So to find out what can be accessed by Internet 

users in educational institutions, a cyber-profiling is needed.  

2. CURRENT RESEARCH 
In research conducted by [1] stated that cyber-profiling could  

assist administrators in determining the policies and the need 

for repairs to a network of user information. A company needs 

to collect and analyze customer data to identify the 

characteristics of its target customers [9]. Another study 

conducted by [10] states that the conclusion of cyber-profiling 

must use the deductive method. This is because if they only 

make inductive inference will occur extremely unreliable, and 

may cause misunderstanding in the analysis. 

In the study conducted by [5] states that there is a correlation 

of Internet usage with daily activities.  A survey by [2] 

showed that in 2014 there were 88 million Internet users in 

Indonesia. These results stated there are three main reasons 

people accessing the Internet, namely communication, a daily 

source and up to date. Based on the three main reasons that 

there are four main activities of Internet use, namely social 

media, find information, chat and search for the latest news. 

In the study conducted by [11] states that to control the policy 

and network congestion, network operators are encouraged to 

design appropriate mechanisms in the supply of resources for 

consumers based on various categories of application used. 

Besides that, a study conducted by the [6] also mentioned that 

the presence of profiling could give a warning to the teenage 

users in sharing personal information when accessing the 

internet.  

According to a survey conducted by [12] stated that there are 

nine categories of internet users' behavior, namely 

NetTerrorist, NetStreiver, NetAvoider, NetPublisher, 

Networker, NetCrawler, NetAdvocate, NetJungki and 

NetRookie. 
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3. BASIC THEORY 

3.1 Data Mining 
Data mining is the process of analyzing data from different 

perspectives and summarizing it into useful information. The 

information can be used to increase revenue, cut costs or both, 

various data mining algorithms such as classification, 

clustering, the association used to extract information from 

the data potential [3].  

Data mining has stages like in Figure 1 [3]. Data mining 

involves four tasks, namely Clustering, Classification, 

Regression and Association [13]. Data mining can detect 

useful knowledge from large datasets, such as pattern 

recognition, rules and trends [3]. 

3.2 K-Means 
Clustering is a technique of grouping a set of objects in the 

same group (called clusters) that are more similar to each 

other than to those in the other groups (clusters). This is a 

major task in exploring data mining, and general techniques 

for the analysis of statistical data. Clustering is also used in 

various fields, including machine learning, pattern 

recognition, image analysis, information retrieval, and bio-

informatics [14]. 

The main theory of the K-Means algorithm is a description of 

the K center point for each cluster. The selection of such 

centers should be exactly to their needs, because the selection 

affects the central point of the results obtained [15]. 

The method of K-means algorithm as follows [16]: 

 

1) Initialization: determine the value of K as the number of 

clusters desired. 

2) Select the K data from the dataset as a centroid. 

3) Allocate all data to the nearest centroid by a 

predetermined distance metric. 

4) Recalculate centroid based on data that follows each 

cluster. 

5) Repeat steps 3 and 4 until the convergence condition is 

reached (no data is moved).  

K-Means algorithm is one of the popular clustering algorithm; 

it is also an unsupervised algorithm used in clustering. These 

algorithms select the centroid and compare it with data points 

based on the similarity of characteristics at any point, so that 

the establishment of clusters based on the distance of the data 

points to the centroid [17]. 

 

 

 

Figure 1 : Data Mining Process 

3.3 Log 
By definition, the log is a record of daily activities. While in 

the computer world is a log file that records computer activity. 

In digital forensics activities, log used as a support in the 

investigation process [16]. 

Table 1 is an example of data obtained. 

Table 1 Example of Data 

 

3.4 Cyber-profiling 
The use of data is fundamental to look at the relationship 

characteristics of users with mobile devices and applications 

as well as the type of access network [11]. Profiling is an 

individual or group information accumulated, stored and used 

for various purposes. One of which was to determine the 

usefulness of profiling activities of Internet users [7]. 

There are two types of profiling, which is deductive and 

inductive. Deductive profiling based on forensic evidence at 

the scene and the victim. While inductive profiling is an 

overview of the psychological regarding criminal behavior 

obtained from the tests and the cases that have been resolved 

[18]. 

Profiling on the Internet must be done by using inductive and 

deductive methods. This is done to prevent misunderstandings 

about the behavior of Internet users, because of the behavior 

on the Internet sometimes differ from the behavior in the real 

world [10]. 

Cyber-profiling is a result of the conclusion of the interests, 

characteristics, behavior, intentions and preferences of current 

user activity on the Internet [19]. Internet user profiles created 

to explain the background knowledge of the user [20]. 

4. RESEARCH METHOD 
The data of Internet log activity obtained from educational 

institutions not only contain what is accessed by users, but 

other data packets on the network traffic activity also 

recorded. Therefore, the need for data cleansing process called 

pre-processing.  

The steps of the K-Means algorithm: 

1) Determine K as the number of clusters formed. 



International Journal of Computer Applications (0975 – 8887) 

Volume 154 – No.3, November 2016  

36 

2) Generate K centroid (the center point of the cluster) 

beginning at random. 

3) Calculate the distance of each object to each centroid of 

each cluster. 

4) Allocate each object into the nearest centroid. 

5) Iterating, then specifies the new centroid position. 

6) Repeat step 3 if the new centroid is not the same.  

Figure 2 is a flow of the algorithm K-Means:  

Start

Inisiation of 

K; K=3

Inisiation K Centroid based on Min, 

Median, Max value of dataset

Calculate distance of data 

from each K Centroid

Assigned data on cluster based 

minimum distance from K 

centroid

Is the centroid change

Validate cluster 

based on the density 

of the data

End

No

Yes

 

Figure 2 K-Means Algorithm 

Data obtained from educational institutions as much as 

320.773 records; this data still need to be processed before the 

clustering process. One of the steps before clustering is a pre-

processing stage; this stage is to conduct a cleansing of data 

that is not needed in the research process.  

The results of pre-processing shown that the data will be used 

as much as 1,638 records. The next stage after the pre-

processing completes the process of clustering algorithms 

using K-Means. K-Means algorithm performed using SPSS 

and RapidMiner. The results of the cluster K-Means 

Algorithm Data will be analyzed to aid cyber-profiling 

process. 

5. RESULT 

5.1 Data Category 
5.1.1 K-Means Clustering based on the Number 

of Visitor 
This category of data will be in the cluster based on many 

visits to a website. Clustering performed using the K-Means 

algorithm in SPSS and RapidMiner. SPSS and RapidMiner 

are used to determine the cluster results obtained whether it is 

appropriate to proceed at this stage of cyber-profiling 

analysis. 

K-Means algorithm implementation performed by the 

application SPSS and RapidMiner resulted in three clusters, 

namely low, medium and high. The first cluster is a cluster 

with low traffic levels have a total members of 1479 websites, 

the second cluster is a cluster with moderate traffic levels 

have a total members of 126 websites, and the last third 

cluster with high levels of traffic have a members of 33 

websites. 

Initialization of the initial cluster center in the clustering 

process can be seen in Table 2. 

Table 2 Initialization Beginning of Cluster Center 

 Initialization of Cluster 

Center 

1 2 3 

Number of Visitors 1 37 71 

 

Initialize of initial values of the data in the cluster based on 

the highest value, the average and the smallest value. In this 

study there are eight iterations produced to get the right result. 

This initialization is performed by the application of SPSS 

and RapidMiner. 

Iteration history in the clustering process can be seen in Table 

3. 

Table 3 Iteration History 

Iteration 
Changes In Cluster Centers 

1 2 3 

1 1,522 6,620 10,429 

2 0,150 3,805 4,857 

3 0,147 3,173 4,000 

4 0.158 2,332 2,194 

5 0,060 1,221 1,727 

6 0,067 1,109 1,262 

7 0,000 0,113 0,410 

8 0,000 0,000 0,000 

 
Table 3 shows that the need for 8 (eight) iterations to get the 

proper cluster. SPSS application states that the minimum 

distance between initial centers is 34. The result of the 

iteration process in determining the initial clustering center 

can be seen in Table 4. 

Table 4 Final Result of Cluster Center 

 Cluster Center 

1 2 3 

Number of Visitors 2 19 46 

  
The results of clustering that has been done can be seen in 
Figure 3. 
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Figure 3 Result of Clustering 

The results of clustering will be explained as follows: 

• Cluster 1: this cluster is a cluster with the highest 

number of members, namely 1479 websites. The 

first cluster is a cluster with the level of user traffic 

slightly, ranging from 1-10 visits per website. This 

cluster has members mostly a website advertising.  

• Cluster 2: websites which were included in this 

cluster as many as 126, with the number of clusters 

it then entered in the intermediate category because 

it has a higher value than the average value 

generated in the process of clustering ranged at 11-

13 visits per website. This cluster contains more 

information and news sites. 

• Cluster 3: this cluster has the fewest members, 

which is only 33 websites. However, this cluster has 

the highest traffic levels compared to other clusters. 

Values in this cluster are at 34-64 visits per website. 

This cluster contains more search engine and social 

media websites. 

5.1.2 Category Based Access Time 
In this section, the categorization is based on Internet access 

time by the user. This categorization is divided into four times 

of access, namely the "morning-afternoon", "afternoon-

evening", "evening-night" and "night-morning". 

In the category of “morning-afternoon”, there are 1204 

websites accessed by users with a total of as many users as 

5150. In this category, the search site is one of the most 

visited by users, followed by video streaming sites that also 

have a lot of visitors in this category. This category has the 

most visitors in comparison to other categories because of in 

the morning-afternoon is a productive time for users to do 

activities related to the Internet. 

In the category of “afternoon-evening”, there are 962 websites 

that are accessed by 3,000 users. In this category, the search 

engine is one of the most visited websites, followed 

sequentially by streaming video sites, social media, and e-mail 

sites. This category is the second largest category; and the 

access time is still in productive hours. 

In the category of “evening-night”, there are 143 websites that 

are accessed by 157 users. In this category, the search engines 

are sites frequently accessed by users, but the number of 

visitors slightly. This is caused by the productive time is over, 

so that the productivity to access the Internet also declined. 

 

In the category of time "night-morning", there are 27 websites 

that are recorded on the network data traffic with very 

minimal use. This is caused by the use of the Internet which is 

very rare. In this category, access to streaming video sites 

there is only one user, it indicates that there are those who use 

the Internet at these times. 

The results of category based on access time can be seen in 

Figure 4.  

 

Figure 4 Result of Category Based on Access Time 

Based on the categories of access time, the website that has 

the most visitors is the search engine, this is indicated in each 

time category contained search engine became the most 

accessible website. 

5.1.3 Category Based Website Content 
This section will explain the categories based on website 

content contained in the research data, the categorization of 

the website is taken from various sources on the Internet. 

Based on the 1638 websites obtained, there are 22 types of 

websites that can be categorized.  

In Figure 5 is a type of website that successfully categorized. 

 

Figure 5 Website Category 

These results are used to determine the categories of websites 

that are frequently accessed by Internet users in the 

educational institutions, so as to assist in concluding on cyber-

profiling process. 

5.2 Analysis Result 
In this study, the log data of networks obtained from 

educational institutions. The data obtained was performed 3 

categorizations, which is categorized by a number of visits to 

the website, based on the time of internet access by the user 

and based on the content of the website. 
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The categorization of data is divided into three categories: 

low, medium and high. The process of categorization 

performed by using the K-Means algorithm implemented by 

SPSS and RapidMiner. The clustering results obtained from 

the implementation of the K-Means algorithm showed that the 

use of the Internet for an educational institution to access the 

search engine, information websites and social media 

websites. This study is slightly different from the results of a 

survey conducted [2] which states that the use of the Internet 

is in this order: networks (social media), information search, 

chat (messaging), news search, video and email.  

Categories of data based on the content website show that the 

Portal Site category is one category that has a website that is 

accessed by many users. This is because many websites 

related to information, but the average of every website in the 

category of this Portal Site has a low level of traffic, which is 

included in the first cluster when viewed based on the results 

of K-Means algorithm. For the category Etc., the website 

contained in this category are also very much, but websites 

that have categorized are still cannot be categorized more 

specifically because of the limitations of the data source, so 

the website Etc. is assumed as a pop-up that often appears on 

websites that accessible by Internet users. 

Based on the results of the category of the access time, the 

morning-afternoon and afternoon-evening are the time that 

has the most visitors. This is because in these times Internet 

users in educational institutions do activities that require 

Internet access. In this category, the search engine on a 

website frequently accessed by users, followed by social 

media and streaming video website. While in the late evening-

night visited websites have started a little bit, this is because 

productivity has ended. At the time of access night-morning, 

Internet usage was minimal despite the persistence of the 

users who use the Internet access during this period. 

The result of the profiling process that has been done shows 

that the search engine and content information is frequently 

accessed by the user. This indicates that the daily activities in 

the real world and the environment in which access the 

Internet affect the activity of the user. This is according to 

research conducted by [10] which states that demographic 

factors affect the activity on the Internet. The results of the 

study also showed that Internet users in educational 

institutions belong to the category Networker and NetJunki; 

this is according to research conducted by [12]. 

The results of this research have been able to meet the 

definition of cyber-profiling for providing information on the 

use of Internet-based daily activities. The results of this study 

may be used by network administrators to enhance security, 

policy and network quality,  this is according to research 

conducted by [1], [7] and [21]. 

6. CONCLUSION 
Analyzes network traffic log data using an algorithm K-

Means for the profiling process shows results in line with 

expectations of research, because it has a good degree of 

accuracy. K-Means algorithm produces three categories of 

traffic to the website, namely high, medium and low. The 

results are also similar to the results based on the 

categorization of data access time and based on the content of 

the website's content. 

The results of this study also showed that the websites that 

have high levels of traffic in the sequence are searching 

website, information and social media. Results from cyber-

profiling in this study are Internet users entered in character 

Networker and NetJungki, based on these characteristics 

indicate that cyber-profiling has been done strongly 

influenced by environmental factors and daily activities. 

This study has limitations on the source data in the profiling 

process. To get the maximum results in the process of 

profiling, data obtained should contain about activity on the 

computer has been used. In future research, the cyber-

profiling process should use the data obtained from the 

computer activities that have been used and also data from the 

computer user. It is expected to get the results of the analysis 

of cyber-profiling better. 
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