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ABSTRACT 

Cloud computing technology has gained enormous attention 

due to its promising capabilities such as virtualization, 

elasticity and the pay-per-use paradigm. Theoretically, cloud 

computing can offer Everything as a Service (XaaS). 

Selecting suitable cloud services matching the Quality-of-

Service (QoS) requirements of the user is one of the 

prominent problems in the literature. A considerable number 

of research studies attempted to address this problem from 

different perspectives such as service discovery, service 

matching and ranking (against QoS requirements of the user) 

in addition to QoS evaluation and monitoring. In this paper, 

we argue that we need to integrate all those functionalities to 

help the cloud service user make more informed selection 

decisions. Accordingly, we propose a comprehensive user-

centric Cloud Service Broker (CSB). We describe the 

architecture of this broker and discuss how it integrates and 

orchestrates the different required functionalities. We also 

discuss different possible methods to realize and implement 

each of its modules and pinpoint open points of research that 

need to be explored further. As a proof of concept, we present 

an example prototype implementation of CSB and discuss a 

case study using this prototype to justify the advantage of the 

integration. Towards this goal, we propose a novel evaluation-

aware matching and ranking technique that integrates cloud 

services evaluation results with their matching and ranking 

against the user QoS requirements for more informed 

selections of suitable cloud services by taking into 

consideration the credibility of the cloud service providers.  
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1. INTRODUCTION 
Cloud computing is a relatively new technology that has 

emerged as a successor to Grid computing with a similar goal 

of providing computing services to end users analogous to 

other utilities such as water and electricity [1]. Nevertheless, 

the power of cloud computing lies in its inherent capabilities 

including virtualization (to offer virtual resources based on 

physical machines); the ease of configuring the resources by 

the end users; elasticity (where a user does not have to reserve 

a fixed amount of resources throughout the duration of the 

service, but variable amounts according to his/her applications 

usage) and the pay-per-use paradigm (where users pay only 

for the resources that they use). This is in addition to the 

convenient on-demand ubiquitous access to the cloud services 

anywhere and at any time [2]. 

The three prominent offerings of cloud computing are 

Infrastructure as a Service (IaaS), Platform as a Service 

(PaaS) and Software as a Service (SaaS). Nevertheless, this 

classical vision has been extended such that the cloud can 

provide Everything as a service (XaaS) [3]. This is especially 

important in fields such as Big Data where huge amounts of 

data need to be stored and processed [4] and mobile 

applications that suffer from the limited mobile resources and 

delegate a portion of the required processing power and 

storage to the cloud [5]. Cloud computing is also useful for 

Enterprise Resource Planning (ERP), E-learning and E-

Government [6]. 

One of the prominent problems of cloud computing is the 

cloud service selection problem. Cloud service providers offer 

services with different attributes and variable capabilities and 

cost [7]. Additionally, each may partially match the Quality-

of-Service (QoS) requirements of the user requiring a 

compromise. The fact that the number of service providers is 

enormous and is consistently increasing makes the task of 

searching, browsing and comparing the available services 

overly tedious. This is in addition to the fact that the different 

providers do not display information about their services in a 

uniform way and do not even use a unified terminology. 

Moreover, end users are not always professional enough to 

analyze the different offerings and make informed service 

selection decisions [8], which calls for a cloud service broker 

to help them with the selection. 

This paper presents a literature review discussing different 

perspectives in the literature for addressing the problem. This 

is followed by an explanation of the architecture of a proposed 

comprehensive user-centric Cloud Service Broker (CSB) 

explaining its different modules and how it integrates and 

orchestrates the different functionalities. We discuss different 

possible ways to realize and implement each module and 

point out open points of research. As a proof of concept, to 

justify the advantage of the integration of several 

functionalities in such a comprehensive broker, we present an 

example implementation of a prototype based on CSB in 

addition to a case study using this prototype. The 

contributions of the paper can be summarized as follows:  

 Pinpointing different aspects of the cloud service selection 

problem and presenting prominent research efforts in 

each. 

 Designing the comprehensive user-centric cloud service 

selection broker CSB that integrates all the necessary 

functionalities in an orchestrated manner. 

 Discussing different possible approaches to realize and 

implement each of the modules of CSB to highlight open 

points of research to stimulate further research studies. 
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 Presenting an example prototype implementation of the 

broker and a case study to justify the advantage of the 

integration of all the required functionalities in such a 

comprehensive broker. 

 Proposing a modeling technique for the cloud services and 

for their evaluation. 

 Proposing a novel evaluation-aware technique for 

integrating cloud services evaluation results with their 

matching and ranking (against the user QoS requirements) 

for more informed selection decisions by taking into 

consideration the credibility of the cloud service 

providers. 

The rest of the paper is organized as follows: Section 2 

presents related research in the literature. The architecture and 

example prototype implementation of CSB are presented in 

Sections 3 and 4 respectively. The case study based on this 

prototype is presented in Section 5. Finally, Section 6 presents 

the conclusion and summarizes the directions for future 

research and enhancements of CSB. 

2. RELATED WORK 
Several research studies in the literature have been concerned 

with the automated discovery and ranking of suitable cloud 

services matching the user QoS requirements. For example, 

Liu et al. [9] used agents to retrieve information about the 

candidate cloud services by accessing the Web services of the 

cloud service providers. They consulted an ontology to 

translate the user QoS requirements to be matched against the 

retrieved information. Consumer agents select the best service 

among the candidate ones using service ontology analysis. An 

alternate approach involves the use of search engines to 

discover the candidate cloud services. For example, Han and 

Sim [10] utilized Google search engine for this purpose. They 

consulted an ontology to match the user QoS requirements 

against the extracted information about those candidate cloud 

services determining the similarities and the equivalences. A 

semantic similarity measure was used to determine the best 

matching service. Gong and Sim [11] developed a centroid-

based search engine that utilizes the k-means clustering 

algorithm for finding the best matching cloud services against 

the user QoS requirements. They used a similarity matrix to 

rank the discovered candidate services. Nevertheless, they 

only addressed the clustering process without real crawling of 

the cloud service providers Web pages.  

The Service Measurement Index (SMI) framework 

(https://spark.adobe.com/page/PN39b/) specifies seven top-

level attributes for comparing cloud services (accountability, 

agility, assurance, cost, performance, security & privacy, and 

usability). Each of those attributes is defined in terms of a set 

of low-level SMI attributes that are based on ISO standards by 

the Cloud Service Measurement Index Consortium (CSMIC). 

To adopt the SMI framework, a set of measurable Key 

Performance Indicators (KPIs) should be developed to 

evaluate the SMI attributes. Garg et al. [7] proposed a 

technique for comparing and ranking cloud services based on 

quantitative SMI attributes only. The user is allowed to 

specify relative weights for those attributes. Nevertheless, the 

authors did not consider qualitative attributes. Additionally, 

although they proposed monitoring the provided cloud 

services, they do not address this issue explicitly in the paper. 

Several other research studies in the literature have been 

concerned with techniques for selection among a number of 

candidate cloud services against the user QoS requirements. 

For example, Rehman et al. [12] studied several Multi Criteria 

Decision Making (MCDM) techniques including Analytic 

Hierarchy Process (AHP) [13] for selecting one of thirteen 

candidate IaaS services using five service attributes. They 

showed that different techniques have different capabilities 

and hence do not make the same selection. Nevertheless, 

TOPSIS [14] is more suitable when the number of services is 

large because of its computational simplicity, while 

ELECTRE [15] and PROMETHEE [16] are better when the 

number of services is small and the number of service 

attributes is large. The authors concluded that this problem 

has to be investigated further. Whaiduzzaman et al. [17] 

provided a taxonomy and survey of some of the MCDM 

techniques that have been applied for cloud service selection 

in the literature. Sun et al. [18] made a similar survey but 

considered also optimization-based approaches, logic-based 

approaches and various other techniques such as using an 

ontology to map applications to suitable PaaS according to 

their requirements [19]. The authors identified types of 

services (IaaS, PaaS, SaaS or general) to which each 

technique has been applied. Ultimately, they made the same 

conclusion regarding the need for further research studies and 

identified some open research issues such as: 

 Lack of a standard registry for cloud service publication, 

querying and rating; the Cloudservicemarket Website is 

the first platform that allows providers to publish their 

services for users to browse and rate. 

 Lack of a specialized search engine for the automatic 

search and update of cloud service information. 

 Lack of a standard normalization technique for cloud 

service attributes for uniform cloud services 

specifications.  

 Lack of a practical technique for quantifying subjective 

opinions of the users regarding the weights of the 

different cloud service attributes and for dealing with 

qualitative attributes and fuzzy expressions in addition to 

considering interdependency of the attributes.    

 Lack of a reliable monitoring technique for ensuring the 

sustainability of provisioning the user QoS requirements 

throughout the duration of the service.     

It seems that cloud service selection will be studied 

indefinitely due to the complexity of the problem that 

typically involves a large number of services and a large 

number of qualitative, quantitative, and fuzzy service 

attributes. For example, a recent research study [20] proposed 

a cloud service selection technique based on fuzzy ontology 

and MCDM.   

Other than the SMI framework effort, few research studies in 

the literature addressed the problem of the normalization of 

the cloud service attributes (uniform specification of the cloud 

services). For example, Youseff et al. [21] developed a unified 

Cloud ontology for better understanding of the cloud 

technology. Binz et al. [22] developed the Topology and 

Orchestration Specification for Cloud Applications (TOSCA) 

to describe composite cloud applications and their 

management in a modular and portable fashion. 

Some other researchers have been concerned with the expert 

evaluation of cloud services. For example, Hwang et al. [23] 

developed cloud performance models for evaluating IaaS, 

PaaS, SaaS and hybrid clouds and used them to evaluate 

Amazon IaaS EC2 using various benchmarks such as Cloud 

Suite [24], HiBench [25], TPC-W [26] and YCSB [27]. They 

concluded that we need to develop application-specific 

benchmarks especially for Big Data analytics and machine 
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learning intelligence. Antoniou [28] developed the SkyMark 

framework for the performance evaluation of IaaS clouds 

using complex workloads that stress the compute, memory 

and disk components. He made a similar conclusion regarding 

the need for applying more diverse and realistic workloads. 

Provisioning and monitoring of QoS has been studied 

extensively in networks [29, 30] and extends to cloud 

computing to ensure sustainable provisioning of user QoS 

requirements. In a recent research study, Rodrigues et al. [31] 

addressed the problem of monitoring cloud computing 

environments and compared fourteen different monitoring 

solutions with respect to their goals and capabilities. The 

authors pinpointed several open points of research such as 

translating high-level cloud services into low-level metrics 

against the infrastructure layer. 

3. THE PROPOSED CLOUD SERVICE 

BROKER (CSB) ARCHITECTURE 
Figure 1 shows a block diagram of the proposed CSB 

architecture. As shown in the figure, it is composed of six 

modules: the Cloud Service Discovery (CSD) module, the 

Service Normalization (SN) module, the Matching & Ranking 

(MR) module, the Decision Support (DS) module, the Service 

Evaluation (SE) module and the Service Monitoring (SM) 

module. In addition to those modules, CSB includes two data 

stores: the cloud service repository and the user log. They are 

discussed in more details in the following sub-sections. 

 

 

Fig 1: A block diagram depicting the architecture of the proposed cloud service broker (CSB) 

3.1 The Cloud Service Discovery (CSD) 

Module 
The CSD module is responsible for discovering candidate  

cloud services according to the user QoS requirements. Two 

approaches are generally used in the literature for this 

purpose: mobile agents [9] and search engines [10, 11] as 

discussed in Section 2. Unfortunately, mobile agents are 

associated with security threats since they are processes that 

can affect the servers they visit or, alternatively, can be 

modified on those servers [32]. In other words, unless there is 

mutual trust between the cloud servers and the visiting agents, 

cloud search engines might be a better option. 

In addition to specifying an approach for discovering 

candidate cloud services, there should be a specification of the 

means of information extraction. As previously noted, Liu et 

al. [9] assumed the existence of service provider Web services 

for supplying the necessary information. It is also possible to 

process HTML documents and other Semantic Web 

documents including RDF, RDFs and OWL such as the 

Swoogle search engine developed by Ding et al. [33]. Natural 

language processing techniques can be also used for this 

purpose [34]. Other possibilities include extracting 

information from the data exchange XML files [35] or JSON 

files [36]. The extracted information is stored in the cloud 

service repository.  

In a possible scenario, cloud service providers are able to post 

information about their services manually in the cloud service 

repository and update them as needed. Obviously, this 

requires some sort of access control to ensure that no cloud 

service provider tampers with the information of the others.   

3.2 The Matching and Ranking (MR) 

Module 
The MR module is responsible for matching the user QoS 

requirements against the candidate services in the cloud 

service repository to return one or more possible matches 

ranked according to their relevance. A good example is the 

ranking technique proposed by Garg et al. [7] though they 

considered only quantitative attributes. Other possible 

techniques include the MCDA techniques, optimization-based 

techniques and logic-based techniques discussed in Section 2.  

Since the user QoS requirements are typically expressed in 

natural language, semantic matching and quantization of the 

QoS requirements might be required. As previously noted, Liu 

et al. [9] consulted an ontology for translating user QoS 

requirements to be matched against information about the 

candidate cloud services. Consumer agents select the best 

service using service ontology analysis. Similarly, Han and 

Sim [10] consulted an ontology to match the user QoS 

requirements against candidate cloud services information 

determining the similarities and the equivalences. A semantic 

similarity measure is used to determine the best matching 

service. 
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An ideal technique should be able to deal with all types of 

qualitative and quantitative attributes whether nominal, 

binary, ordinal or numeric. It should be also able to deal with 

all types of numeric attributes including interval-scaled and 

ratio-scaled attributes both discrete and continuous. This is in 

addition to considering dependent attributes. At the same 

time, it should be computationally efficient. This is one of the 

open and most active areas of research in the literature.   

3.3 The Decision Support (DS) Module 
The DS module is responsible for helping the user in selecting 

the most suitable cloud service matching his/her QoS 

requirements. When the user submits a query to the DS 

module describing the requirements, it consults the MR 

module to match those requirements against the candidate 

services in the cloud service repository to return one or more 

possible matches ranked according to their relevance. 

Since none of the candidate services may satisfy the user QoS 

requirements to the letter, the user should be given the chance 

to give relative weights to his/her QoS requirements and 

prioritize them. Besides, the DS module should be able to 

negotiate the relevant services with the user specifying the 

pros and cons of each. The user log information specifying the 

user previous selections may be also used in this process. 

The above discussion assumes that the users are professional 

enough to specify their QoS requirements. Since this is not 

always the case, the DS module should be able to deduce the 

required QoS requirements automatically by analyzing the 

user applications. This is another area of research that 

deserves considerable attention. 

3.4 The Service Normalization (SN) 

Module 
The SN module is responsible for normalizing the cloud 

service specifications. Most of the normalization techniques in 

the literature have been developed for Web services such as 

the Web Service Description Language (WSDL) [37] and the 

Semantic Markup for Web Service Description Language 

(WSDL-S) [37]. Normalization of the service specifications is 

crucial for smooth matching of the services against the user 

QoS requirements. In addition to the SMI framework effort, 

few researchers attempted to address this issue [21, 22] as 

discussed in Section 2 and this calls for further research 

studies.      

3.5 The Service Monitoring (SM) Module 
The SM module is responsible for monitoring the services 

provided to the users by the cloud service providers to ensure 

that the users get what they pay for, that they pay per service 

according to the Service Level Agreements (SLAs) and that 

the provisioning of the QoS requirements is sustained 

throughout the durations of the services. 

This is an essential part of the cloud service broker since the 

users cannot do it on their own and cannot rely on the service 

providers for this purpose and so need a monitoring third 

party. Several monitoring solutions exist in the literature [31], 

but they are inadequate to cover all monitoring requirements 

calling for further research studies.  

3.6 The Service Evaluation (SE) Module 
The SE module is responsible for evaluating the services 

offered by the different cloud service providers. Unlike the 

SM module, this module does not monitor the services 

provided to specific users; it evaluates the services offered by 

the service providers with the goal of ensuring the accuracy of 

the information in the cloud service repository.  

This is of ultimate importance to preserve the credibility of 

the cloud service broker that should not rely solely on 

information obtained from the service providers. Techniques 

for cloud service evaluation include the different cloud 

benchmarks and complex workloads discussed earlier [23-28]. 

4. AN IMPLEMENTATION OF CSB 
In Section 3, we described the architecture of the proposed 

cloud service broker, CSB. We also discussed several possible 

ways to realize and implement each of its modules. In other 

words, various implementations can be developed based on 

this architecture. Each implementation may include some or 

all of those modules. Nevertheless, regardless of the 

implementation, the functionalities of the implemented 

modules should be integrated to help the user make more 

informed decisions regarding the selection of the relevant 

cloud service according to his/her QoS requirements. 

In this section, we present the details of an example prototype 

implementation of CSB including the DS module, the MR 

module and the SE module in addition to the cloud service 

repository as shown in Figure 2. To integrate the 

functionalities of those modules, we propose a novel 

evaluation-aware matching and ranking technique. This 

matching and ranking technique takes into consideration not 

only the results of the evaluation of the services offered by the 

cloud service providers, but also the history of the service 

providers in satisfying or violating their SLAs.  

In this example implementation, we assume that the cloud 

service providers publish information about their offered 

services in the cloud service repository. The user query is 

handed in to the DS module that forwards it to the MR 

module for matching and ranking. The MR module matches 

the user QoS requirements against the information in the 

cloud service repository and returns one or more matching 

services to the DS module ranked in order of priority. The DS 

modules helps the user make an appropriate selection. The SE 

module conducts regular evaluation of the services offered by 

the cloud service providers in the repository and updates their 

information accordingly. With each violation of the published 

information, the service provider is penalized resulting in a 

decrease in its rank. The rate of decrease increases with each 

violation.   

4.1 The Cloud Service Repository 
In the cloud service repository, each cloud service provider 

has a unique ID represented by the following equation:  

𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝐼𝐷 =  𝑡𝑦𝑝𝑒, 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, < 𝑃1𝑎𝑃1𝑒 >,                               
< 𝑃2𝑎𝑃2𝑒 >, … , 𝑛                                     (1) 

In this equation: 

 The type refers to the service type such as IaaS, PaaS, 

SaaS, or Big Data as a Service (BDaaS). 

 The function refers to any further specification of the type 

such as the specification of the software offered in SaaS. 

 Pia refers to the advertised value of the service attribute 

(or performance metric) number i of the service provider. 

 Pie refers to the evaluated value of the service attribute (or 

performance metric) number i of the service provider. 

 The value n is a measure of the frequency with which the 

evaluated values of the service attributes of the service 

provider do not match the advertised ones; the 
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computation of n will be explained in the next sub-

section.   

It is worth noting that a cloud service provider can have more 

than one ID in case more than one type of service and/or more 

than one function are offered.  

4.2 The SE Module Implementation 
The SE module uses several benchmarks to regularly evaluate 

the offered services of the different cloud service providers. In 

other words, it evaluates the service attributes of each service 

provider on regular basis indicating whether or not the 

evaluated values match the advertised ones in the cloud 

service repository. The result of the evaluation of each  

service provider is represented by the following equation: 

𝐸 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝐼𝐷 =  < 𝑃1𝑒 >, < 𝑃2𝑒 >, …                                (2) 

In this equation: 

 The service ID is the unique ID of the cloud service 

provider under evaluation. 

 Pie refers to the evaluated value of the service attribute (or 

performance metric) number i of the service provider. 

In other words, the evaluation results in an evaluated value for 

each of the service attributes of the service provider.        

 

Fig 2: A prototype implementation of CSB 

In case the evaluated value of any of the service attributes of 

the service provider does not match the advertised one, the 

evaluated value in the cloud service repository is updated 

accordingly. Additionally the value of n is incremented. On 

the other hand, if none of the evaluated values of the service 

attributes of a given service provider differs from the 

advertised ones, n is decremented. This continues with each 

evaluation until the value of n is reset to 0 (since a negative 

value of n is meaningless and hence not allowed). 

4.3 The MR Module Implementation 
The MR modules receives the QoS requirements of the user 

from the DS module. It starts by selecting the candidate 

services in the cloud service repository according to the 

service type and function specified by the user. The second 

step involves matching the service attributes of those services 

against the QoS requirements of the user and ranking the 

relevant ones in order of priority. In this implementation, we 

extend the relative rankings technique proposed by Garg et al. 

[7]. They start by computing a relative ranking for each 

service attribute of each candidate service such that the 

summation of the relative rankings of a given service attribute 

over all services is equal to one. For example, the relative 

rankings of the security attributes of three services may be 

0.25, 0.5 and 0.25 respectively. The details of computing the 

relative rankings of the different attributes are beyond the 

scope of this paper. To rank the services, they compute for 

each the aggregation of the relative rankings of all of its 

attributes and order them accordingly. Nevertheless, the user 

is allowed to specify relative weights for the attributes such 

that the sum of the relative weights across all the attributes is 

equal to one. In such a case, the value of each attribute is 

multiplied by its relative weight before the aggregation. 

We extend this technique by considering the evaluated values 

of the different service attributes rather than their advertised 

ones. Additionally, we multiply the final rank of each service 

by the following penalty factor: 

𝑝𝑒𝑛𝑎𝑙𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 =  𝑒−𝑛2∗𝑐                                                       (3) 

In this equation: 

 c is a constant value representing a penalty increment. 

 The value n is a measure of the frequency with which the 

service provider is penalized as previously explained and 

is obtained from the cloud service repository. 

Our first thought was to use a simple exponential function 

(simple penalty factor) as follows: 

𝑠𝑖𝑚𝑝𝑙𝑒 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 =  𝑒−𝑛∗𝑚∗𝑐                                      (4) 

In this equation: 

 m is a multiple of c.    

Using such a simple penalty factor, the rank of the penalized 

service decreases exponentially with each penalty. Figure 3(a) 

shows the curves of three example simple penalty factors with 

a value of m equal to 1, 2, and 3 respectively and a value of c 

equal to 0.025. It is clear that in case of a simple penalty 

factor, the service penalty increases with the increase of n, but 

it increases only exponentially. 
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We decided to select the penalty factor (equation 3) such that 

m itself increases with each penalty. The dashed curve shown 

in Figure 3(a) is that of the selected penalty factor. As shown 

in the figure, it intersects the three simple penalty factor 

curves successively with each penalty. Figure 3(b) clarifies 

this more by depicting the curve of the penalty factor against a 

set of simple penalty factors with values of m ranging from 1 

to 5. 

In effect, we increase the rate of the penalty for the service 

providers who consistently violate their SLAs. In other words, 

the implemented MR module considers not only the services 

advertised by the cloud service providers, but also the log of 

the evaluation trail. 

4.4 The DS Module Implementation 
The implemented DS module accepts a query from the user 

and sends the QoS requirements to the MR module to match 

the candidate services and return a set of suitable services 

ranked according to their priority. The DS module does not 

select the highest ranking service directly, but negotiates the 

selection with the user for many reasons such as: 

 Assume a service has a low ranking due to a penalty and 

(a) the penalty is because the evaluated value of one of the 

attributes does not match the advertised one, (b) the 

evaluated value of this attribute is higher than that of the 

other services. In such a situation, the user has the right to 

accept the risk and select this risky service. 

 None of the services match the QoS requirements of the 

user to the letter.  

 

Fig 3: Several possible penalty factors 

5. CASE STUDY 
In this section, we provide a case study using the example 

prototype implementation of CSB presented in Section 4 as a 

proof of concept to justify the advantage of the integration of 

the different functionalities in such a comprehensive broker. 

In this case study, we consider three IaaS service providers: 

Amazon EC2, Windows Azure and Rackspace. A number of 

service attributes (performance metrics) have been collected 

by Garg et al. [7] from several evaluation studies. 

Nevertheless, since many assumptions are made in this case 

study, we will use the metrics of those service providers but 

assume they belong to other three service providers A, W and 

R respectively. We make the following assumptions:  

 The collected values are equal to both the advertised 

values and the evaluated values of the service attributes of 

the three providers. 

 The three services are all of the same type and have the 

same function and so we compare them only according to 

the evaluated values of the service attributes and n.  

Using the relative ranking technique explained in Section 4, 

we obtain the following relative rankings matrix based on the 

evaluated values: 

𝑅𝑅 =  
0.2500  0.3360  0.3812  0.4073  0.2846  0.2500
0.5000  0.3125  0.2671  0.3338 0.1181  0.5000

 0.2500  0.3516  0.3517  0.2589  0.5973  0.2500  
  

In the above matrix, the elements in the rows are the relative 

rankings of the attributes of the service providers A, W and R 

respectively. The elements in the columns, on the other hand, 

are the relative rankings of the attributes security, agility, 

assurance, cost, performance, and accountability respectively. 

By aggregating the relative rankings of all the attributes 

across each service provider, we obtain the rankings 1.9091, 

2.0315, 2.0595 for the three providers respectively. 

Accordingly, R obtains the highest ranking while A has the 

lowest. 

Schad et al. [38] showed considerable variabilities in the CPU 

performance of Amazon EC2 over the weekdays in addition 

to variabilities in the network performance. Accordingly, it is 

reasonable to assume that the evaluated values of the 

attributes  of any service provider may not match the 

advertised ones. Accordingly, when we consider the evaluated 

values, we get different relative rankings for the attributes, a 

different relative ranking matrix and different rankings for the 

service providers. 

According to our proposed technique, we not only compute 

the relative rankings using the evaluated values instead of the 

advertised ones, but also multiply the ranking of each service 

provider by a penalty factor in case n is not equal to 0. So, 

assuming, for example, that the value of n for the service 

provider R is equal to 1 and that the value of the penalty 

increment c is 0.025, the ranking of this provider is multiplied 

(a) (b) 
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by the penalty factor 𝑒−12∗0.025 , which is equal to 0.975 and 

so the ranking of S becomes 2.008. In other words, W gets the 

highest ranking instead of R. If R is penalized one more time, 

its ranking is multiplied by the penalty factor 𝑒−22∗0.025 , 

which is equal to 0.904 and so the ranking of S becomes 1.863 

and obtains the lowest ranking. It is clear that integrating the 

results of the evaluation with the matching and ranking 

process helps the user make more informed decisions and 

helps him/her avoid service providers with low credibility. 

6. CONCLUSION 
This paper presents CSB, a proposed comprehensive user-

centric cloud service broker. CSB is designed to help users 

select suitable cloud services matching his/her QoS 

requirements. The paper discusses related research in the 

literature highlighting the different research directions dealing 

with different aspects of the problem. Accordingly, it 

describes the architecture of CSB explaining how it integrates 

and orchestrates all those functionalities.  

The different possibilities for realizing and implementing the 

different modules of CSB are discussed with prominent 

examples from the literature and open points of research are 

highlighted. These can be summarized as follows: 

 Efficient and accurate techniques for the automatic 

extraction of information about the different offered 

cloud services from the Web pages of the cloud service 

providers. 

 Techniques for the semantic matching and quantization 

of the user fuzzy QoS requirements and those expressed 

in natural language.  

 Computationally inexpensive techniques for matching 

the user QoS requirements against the candidate services 

to select the relevant ones and rank them in order of 

priority. 

 Matching and ranking techniques that are able to deal 

with all types of qualitative and quantitative service 

attributes whether nominal, binary, ordinal or numeric 

and with all types of numeric attributes including 

interval-scaled and ratio-scaled attributes both discrete 

and continuous. 

 Negotiation techniques with the user in case a 

compromise is needed when none of the candidate 

services satisfy all the QoS requirements. 

 Techniques for the automated specification of the QoS 

requirements relevant to the user application. 

 Normalization techniques for the cloud service 

specifications. 

 Monitoring techniques that ensure the user receives the 

required QoS requirements specified in the SLA 

throughout the duration of the service. 

 Evaluation techniques for evaluating the services offered 

by the different cloud service providers so as not to rely 

on the information they provide.    

As a proof of concept, to justify the advantage of the 

integration of several functionalities in such a comprehensive 

broker, we present an example implementation of a prototype 

based on CSB in addition to a case study using this prototype. 

In this example implementation, we propose a modeling 

technique for the cloud services and for their evaluation. We 

also propose a novel evaluation-aware matching and ranking 

technique for integrating evaluation results of the cloud 

services with their matching and ranking against the user QoS 

requirements for more informed selection decisions by taking 

into consideration the credibility of the cloud service 

providers.   

As a future work, we intend to continue working on 

enhancing the implementations of the different modules of 

CSB. In other words, different design options will be 

explored, tested and compared in various scenarios to 

implement the most advantageous ones. Additionally, we 

intend to develop a complete implementation of the broker 

and employ it in real cloud environments. More case studies 

will be considered and the future enhancements and results 

will be reported in subsequent papers. The paper stimulates 

further research to enhance the different modules of CSB and 

promote its adoption for the sole benefit of the cloud services 

users.   
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