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ABSTRACT  
Image compression is to reduce redundancy of the image data 

in order to store or transmit data in an efficient form. 

Compression is carried out for the following reasons about 

reduce, the storage requirement, processing time and 

transmission duration. The most powerful and quantization 

technique used for the image compression is vector 

quantization (VQ). The Existing methods Linde-Buzo-Gray 

(LBG) and Fast Back Propagation (FBP) algorithm are 

presented. In existing methods, the compression ratio is 

decreased. The proposed method adaptive vector quantization 

is used to analyze for image vector quantization (VQ). The 

performance of proposed work is analyzed using the factors 

SNR, MSE, PSNR and CR. The experimental work using 

MatLab shows that the proposed scheme is efficient and 

produced expected result. 

Keywords 
Vector Quantization, Compression Ratio, Codebook, Image 

Compression. 

1. INTRODUCTION 
Digital images have turn out to be popular for transferring, 

sharing store and image in sequence and hence high speed 

compression technique are need with many advantages of 

image compression, and the most important one is to reduce 

the time for the transmission of images. Fundamentally these 

compression techniques can be categorized into the Lossy 

compression techniques and lossless compression techniques. 

The lossy compression technique produces imperceptible 

difference that may be call visually lossless [3]. Lossless 

compression is prefer for archival purposes and often for 

medical imaging, technical drawings, clip art, and comics [16]. 

1.1. Compression 
The aim of compression is to decrease the number of bits that 

are not required to represent data and to decrease the 

transmission time. Achieve compression by encoding data and 

the data is decompressed to its original form by decoding. A 

common compressed file extension is .sit, .tar, .zip; which 

indicates different types of software used to compress files. 

1.2. Decompression 
The compressed file is initially decompressed and at that time 

use. There are large numbers of software used to decompress 

and it depends upon which variety of file is compressed. For 

example WinZip software is used to decompress .zip file.  

 

 

 

1.3. Vector Quantization 
Vector Quantization is an [3] well-organized method of image 

compression. VQ compression system contains two 

components are VQ encoder and decoder. The VQ encoder 

finds a closest match codeword for each image block in the 

codebook or directory and the key of the codeword is transmit 

to VQ decoder. The next phase is decoding phase in which VQ 

decoder replaces the key values with the relevant codeword 

from the codebook and produces the quantized image that is 

called as reconstructed image. A vector quantization is 

generally defined as a block of pixel values. Vector 

Quantization is also known as “Block Quantization" or 

"Pattern Matching Quantization”. This process is commonly 

used in lossy compression methods. It works by programming 

values from a multidimensional vector space into a finite set of 

values. A lower-space vector requires less storage space, so the 

data is compressed. Appropriate to the density matching 

property of vector quantization, the compressed data contains 

errors that are inversely comparative to density. Basic working 

of Vector Quantization is as following: 

 Input image. 

 Find the closest match code/vector for each image 

block from the directory or codebook. 

 Replaces code /vector by transmit key of code for 

additional processing. 

 Above property is used to reduce the storage space of 

image. 

1.4. Codebook Design 
The set of quantize output points in VQ is called the 

codebook of the quantize, and the process of placing these 

output points is often referred to as codebook design [10]. 

Assign each element of the training set to the closes 

representative prototype. After an constituent is assigned, the 

representative pattern is updated by computing the centroid of 

the training set vectors assign to it. When the method is 

complete, we will have k groups of vectors clustered around 

each of the output points. 

A vector is formed using a block of 4*4 pixels forms a vector. 

For an image size 128*128, the total number of vectors is 1024 

out of these every fourth vector is used. This selection is 

random. Thus, the number of vectors in the initial codebook is 

256. T1, T2, is the input training image. C1, C2, is the 

codebook. Out of the input vectors, best match is found with 

the code vectors. The squared distortion is the measure used for 

this purpose. 
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2. EXISTING METHODOLOGY 

2.1. LBG Algorithm 
The Linde-Buzo-Gary (LBG) Algorithm starts with the 

initialization of a codebook which has the random vectors from 

the training set [1]. Code vectors are generated with the 

clustering of training set vectors. The centroid of each code is 

calculated and then interchange with the code vector. This 

process runs until the distortion in the codebook between 

iterations reaches a predetermined number. Let X = (x1, x2….. 

xk) be a training vector and d(X, C) be the Euclidean distance 

among any two vectors. The iteration of GLA for a codebook 

generation is given as follows.  

 

2.2. Fast Back Propagation Algorithm (FBP) 
In the past years the progress of fast and efficient learning 

algorithms [2] for ANNs has been a subject of interest. 

Minimization can be achieved by reducing lemda (λ) from 

unity to zero during the training of the network. The FBP 

algorithm differs from the original BP algorithm in the 

development of the alternative training criterion. This criterion 

indicates that λ must change from 1 to 0 in training phase (i.e. 

as the total error decreases, should zero). The recommended 

that the value of should be determined in each adaption cycle 

from the total error at that point, consequently to some suitable 

rule λ = λ (E) where E is the error of the network. The above 

indicates that λ =1 when E>>1. Here positive integer n, 1/En 

approach zero and, therefore, exp (-1/En) 1. Alternatively, 

when E<<1, 1/En becomes very large so exp (-1/En) 0. As a 

result, a proper rule for the reduction of from one to zero is the 

following Eq.3.1 

        λ= λ (E) = exp (- μ/ En)     (3.1) 

Here a positive real number is μ and positive integer is n. The 

lesser the integer n, the quicker the reduction of λ when E>>1.. 

This is an indication that n should be greater than 1. Thus, λ is 

determined in the training of any network according to Eq.3.2 

       λ= λ (E) = exp(- μ /E2)     (3.2)   

In BPNN guidance by using FBP, use the hyperbolic tangent 

function instead of sigmoid function used by all the BPNN 

neurons when using BP. Therefore Eq.3.2 is modified for 

hyperbolic tangent function as follows: 

    𝐹′(𝑁𝐸𝑇𝑗)                        (3.3) 

 So that F (NETj) lies between –1 and +1. 

 

2.3.Drawbacks of Existing System 
 Codebook formulation is also requires more time. 

 While LBG is efficient and very good choice for data 

transmission as its uses minimum codebook entries. 

 To compare those parameter in order to achieve low 

SNR, MSE, PSNR and high CR. 

 LBG algorithm designs very large codebook and 

performance is also not good. 

 It requires more storage space for the codebook. 

 It has a complete design requires a large number of 

computations. 

 It convergence time is very large. 

3. PROPOSED METHODOLOGY 
The main objective of this proposed system to improve the 

quality of the image and reduce the noise. In the proposed 

approach the vector quantization is applied to compression 

using the AVQ to improve the quality of the image, reduce the 

noise of the input image and achieve good compression ratio.  

 

 

 

 

 

 

 

 

 

 

Step 1: The FBP algorithm requires, at the initial stage of 

the training, setting the value of λ to 1. 

Step 2: Prior to the BPNN training, the FBP usually μ 

lies in the  range [0.1-10]. 

Step 3: The hyperbolic function range of [-1- +1], thus, 

image normalization is done by [0-255] into the 

coordinates [-1 - +1]. 

Step 4: The FBP algorithm requires to very small value, 

usually   between [0.01-0.1]. 

Step 5: the FBP algorithms need value of ß greater than 1 

value of ß is larger, algorithm is expected to be improved. 

Step 6: The output layer neurons in BP algorithm is 

modified.   

Step 7: FBP algorithm, is calculated in each iteration for 

the purpose of λ adaptation. 

 

Step 1: Divide the input image into non overlapping 

blocks and convert each block into vectors. 

 

Step 2: Randomly generate an initial codebook CB0 

 

Step 3: Initialize I = 0. 

 

Step 4: Compute the Euclidean space between all the 

training vectors belonging to this cluster and 

the code words in CBI. 

𝑑𝑋, 𝐶 = (𝑥𝑡 − 𝑐𝑡) 𝑘 2 

𝑡=0. 

 

Step 5: Increment I by one and repeat the step 4 for 

each code vector. 

 

Step 6: Repeat the Step 3 to Step 5 till codebook of 

desire size is obtained. 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 154 – No.8, November 2016 

 

15 

AVQ Encoder Algorithm 

 
 
AVQ Decoder Algorithm 

 

4. EXPERIMENTS AND RESULTS 

4.1  Performance Metrics 
The performance of a proposed algorithm must be evaluated by 

considering different objective such as Signal to Noise Ratio 

(SNR), Mean Squared Error (MSE), Peak Signal to Noise 

Ratio (PSNR) and Compression Ratio (CR) are most 

commonly used as a measure of quality of image compression. 

Table 4.1 Performance Analysis for SNR Value 

Methods/Images LBG FBP AVQ 

Cameraman 0.2678 0.2950 0.3024 

Vegetables  0.2785 0.3050 0.3105 

Mandi 0.2345 0.2990 0.3215 
 

Table4.2 Performance Analysis for MSE Value 

Methods/Images LBG FBP AVQ 

Cameraman 0.06 0.07 0.05 

Vegetables 0.08 0.05 0.04 

Mandi 0.13 0.11 0.09 
 

Table 4.3 Performance Analysis for PSNR Value 

Methods/Images LBG FBP AVQ 

Cameraman 18.7 20.5 32 

Vegetables  15.7 29.0 35 

Mandi 32.5 35.1 39 

Table 4.4 Performance Analysis for CR Value 

Methods/Images LBG FBP AVQ 

Cameraman 1.85 1.78 1.56 

Vegetables  1.46 1.35 0.78 

Mandi 1.67 1.60 0.39 

5. CONCLUSION 
Image compression techniques are becoming very vital role in 

the area of image analysis, analysis statistical, analysis text, 

data mining, web mining etc. The image compression in terms 

of compression ratio and compression size. The proposed 

algorithm achieves lower bits rate at the same image quality. 

After performing different images it is concluded that proposed 

AVQ algorithm is the best one in all compression ratio 

parameters. The proposed work is compared with other 

existing method which produced better results for image 

compression.  

In the future, we will consider combining various neural 

network methods into current system. It can be considered in 

the future to provide more accurate results in the image 

compression. In image compression future to provide the 

effective enhancement of the image. 
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