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ABSTRACT 

Data mining plays an important role in processing large 

volumes of data. It refers to the process of obtaining 

knowledge from raw data. Classification is the most widely 

used data mining techniques, which employs some set of pre-

classified samples to develop a model called a classifier. 

Many researches showed that C4.5 algorithm need to be 

improvised to maximize accuracy, handle large amounts of 

data, where C5.0 is the improved version. The major goal of 

the classification technique is to predict the target class 

accurately for each case in the data. The main objective of this 

research work is to predict diseases using classification 

algorithms such as Decision trees, C5.0 and Bayesian 

Networks.  The performance of classification algorithms is 

compared using the datasets, Breast cancer and Heart disease. 

The experimental results are compared based on different 

performance parameters like dataset scalability, accuracy and 

error rate values. The research shows that in terms of 

scalability Bayesian networks algorithm was proved to have 

more accuracy rate and less error rate than the C5.0 algorithm. 
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1. INTRODUCTION 
With the advancement of computer technology, there has been 

brought a significant emergence of huge volumes of data. 

These days, major field of research lies in creating knowledge 

and managing large amounts of heterogeneous data, which is 

called data mining. Data Mining [1] is the process of 

recognizing valid, undiscovered patterns in data [2]. Data 

mining techniques categorized into supervised and 

unsupervised learning techniques. Classification [3] is the 

supervised learning technique used for developing models 

which are called classifiers. It is the data analysis process used 

to classify and predict the classes from categorical data, where 

data can be partitioned into training and testing phases. 

Training dataset is used to categorize the data to develop the 

model whereas the performance of the classifier can be 

determined by using testing dataset. Accuracy is the 

performance measure for a classifier to find how the records 

are correctly classified. It can be observed by using the 

confusion matrix from the classified data. Therefore, 

classification techniques in data mining can be applied to 

healthcare dataset which makes valuable predictions and 

conclusions. Accuracy may be varied based on the conditions 

like the size of the dataset, number of attributes, type of 

attributes, etc.  

This paper gives the accuracy of classification algorithms 

C5.0 and Bayesian Belief Networks when applied on the 

datasets differing in size and number of attributes. Proposed 

work is organized as follows:  

Section 2 deals with the related work determining the 

performance of classifiers and an insight to classification 

algorithms. Section 3 describes the classification algorithms 

used in this research. Section 4 shows analysis of datasets 

used and its experimental results. Section 5 concludes the 

research results. 

2. RELATED WORK / LITERATURE 

REVIEW 
Different data mining techniques have been developed by 

researchers for future prediction. Many classification 

techniques were proposed for medical data analysis [4] and 

disease prediction. Analysis can be carried out using both 

statistical and non-statistical methods of classification. 

Rough set Theory [5, 6] is the first non-statistical data 

analysis approach concerned with the classification for 

determining imprecise or incomplete information from data. 

This theory determines the uncertainty in data by using the 

terms lower and upper approximations of a set. Lower bound 

determines the member of set, whereas every non-member 

can be excluded from the set which is given by the upper 

bound. It is given by a three-valued function with its values 

as: yes, no, perhaps. Therefore, rough sets can be merged with 

other methods such as clustering, classification and rule 

induction. 

Fuzzy set [7] approach is the methodology to represent and 

process uncertainty. This approach not only deals with 

uncertain data but also used to develop certain models of data 

that provide better performance than traditional systems. 

Therefore, these approaches can be combined with statistical 

techniques to develop a classifier model for future prediction. 

 Lakshmi.K.R et al [8] analyzed Logical Regression, Artificial 

Neural Networks and Decision tree supervised machine 

learning algorithms. They used a data mining tool named 

Tanagra for the classification process for kidney dialysis. 

Solanki [9] performed analysis by comparing Random tree 

and J48 algorithms using WEKA data mining tool, gave a 

predicted model with respect to person’s age of different 

blood group types. This study showed that random tree 

algorithm produces more depth decision tree than J48. Milan 

Kumari, Sunila Godara [10] compared classification models 

on the basis of Sensitivity, Specificity, True positive rate, 

False positive rate, Accuracy, Error rate. The study proved 

that Support vector machine is the best classifier for 

cardiovascular disease prediction. 
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3. CLASSIFICATION ALGORITHMS 
Classification is a supervised learning technique [11], which 

can be used to develop a model that classifies larger data sets 
Classifiers define the classes based on the dataset attribute 

values. It describes those classes according to the 

characteristics of the data which are known to belong to 

classes. Data can be categorized as training and testing 

samples, where training algorithm uses the pre-defined 

samples to develop a model. The testing sample instances can 

be used to determine the performance and accuracy of a 

classifier. 

3.1 C5.0 Decision tree algorithm 
The C5.0 classification algorithm [12] produces the classifiers 

which can be expressed either as decision trees or rule sets. 

C5.0 shows the best accuracy for the attributes with missing 

values and also supports continuous attributes. The entropy 

and the information gain are used for pruning the tree. The 

entropy is a measure which determines the extent of similarity 

among the sets. The Information Gain [13] determines the 

percentage of given attribute used to partition the training 

dataset. The Entropy [14] for a set S can be calculated as: 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝒔 =  𝒑𝒊  𝒍𝒐𝒈𝟐

𝒏

𝒊=𝟏

 𝒑𝒊 

Where, n = number of classes 

Pi = Probability of S belonging to class i 

Information Gain is calculated as : 

𝑮𝒂𝒊𝒏 𝑨 = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝒔 −  
|𝒔𝒌|

 𝒔 
𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺𝒌)

𝒎

𝒌=𝟏

 

Therefore, Information Gain determines which attribute lies as 

the root node and includes all the attributes which have more 

importance in decision making. 

3.2 Bayesian Networks: 
Bayesian algorithm is the statistical classification algorithm 

which is based on Bayes theorem [15]. It assumes the class 

conditional independencies between the variables, but there 

exist dependencies when large health care datasets are used. 

Bayesian networks or Probabilistic networks represents 

dependencies between variables and gives the joint 

conditional probability distribution. The network model is 

represented using Directed Acyclic Graph (DAG) [16] on a 

variable values and their conditional dependencies. For each 

variable it generates Conditional Probability Table (CPT) [17] 

for each variable which indicates all the possible 

combinational values of its parent. 

Bayesian network model generates a mathematical structure 

which can be used for modeling very complicated relations 

among the random variables. The algorithm represents the 

following steps: 

Selection of Rule generation attributes using Conditional 

Probability Set Theory: 

Step 1: It can be done by using the formula: Conditional 

Support 

CS=P (Condition Attribute value | Decision Attribute value) 

Step 2:  It classifies the value of decision attribute into yes or 

no and computes the conditional support for each attribute. 

Step 3: Hereafter determining a root attribute, Probabilities 

can be given by: 

CS=P (Condition Attribute value | P(Root Attribute | Decision 

Attribute value)) 

Therefore, a probability for each attribute is calculated and 

uses the above algorithm steps for Bayesian Network. Each 

node in the graph is assigned with weights representing the 

possible ranges for each attribute. The network shows the 

qualitative dependencies among the variables, whereas the 

quantitative information is given by the probabilistic 

distributions which determine the strength of the shown 

dependencies. 

4. EXPERIMENTAL RESULTS 

4.1 Dataset Used 
In this work, datasets related to Breast cancer and Heart 

diseases were collected from UCI machine learning repository 

[18]. Cancer dataset consists of 11 attributes and 699 

instances. Heart disease dataset consists of 14 attributes with 

270 instances. Attribute values can be continuous and 

categorical where classification algorithms were applied to 

determine the accuracy and the performance of the classifier 

for disease prediction. 

The data set is partitioned into Training and Testing data, each 

with an equal number of instances. 

Table : I Dataset Description 

 

S.No 

 

DATASET 

 

ATTRIBUTES 

 

INSTANCES 

 

TYPE 

1 Breast 

cancer 

 

11 

 

699 

Numeric 

& 

Nominal 

2 Heart 

Disease 

 

14 

 

270 

Numeric 

& 

Nominal 

4.2 Classification using C5.0 
a) Rule set 
Initially, 50% of instances were selected from both the 

datasets as Training dataset It can be used to obtain the 

classification rule sets. 

. 
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   Table : II Sample Ruleset 

Dataset No. of Rules Decision rules 

 

 

 

 

Cancer Dataset 

 

 

 

 

8 

Uni_of_cell_size <=3 and Bare_Nuclei 

<=2 and Normal_Nuclei<=2 then 2.0 

Uni_of_cell_size <=3 and 

Uni_of_cell_shape <=3 and Bare_Nuclei 

<=2 then 2.0 

Uni_of_cell_size >3 then 4.0 

 

 

 

 

 

Heart Disease dataset 

 

 

 

 

7 

Chol <=215 and old peak<=2.40 and num 

<=0 then 1.0  

CP <=3 and old peak <=2.40 then 1.0 

Old peak > 2.40 then 2.0 

CP>3 and num<=0 and thal >6 and chol 

>215 then 2.0 

 

b) Testing Phase & Performance Analysis 
To determine the classifier’s accuracy, the generated 

classification rules were applied to the testing data. From 

this, the actual and predicted values will be generated 

from which confusion matrix is obtained.  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑭𝑷 + 𝑻𝑵 + 𝑭𝑵
 

Error rate for a classifier can be calculated  

 

 

Table : III Confusion Matrix Representation 

 A B 

A True Positive False Negative 

B False Positive True Negative 

𝑬𝒓𝒓𝒐𝒓 𝒓𝒂𝒕𝒆 =
𝑭𝑷 + 𝑭𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
 

Confusion matrix can be used to analyze the accuracy, which 

is the performance measure of a classifier.  

Table : IV C5.0 Classification Results 

 

Dataset 

Accuracy  

Build time 

 

No. Attributes used 

Error rate 

Training set 

(%) 

Testing set 

(%) 

Training set 

(%) 

Testing 

set 

(%) 

 

Cancer dataset 

 

98.584 

 

95.376 

 

< 1 min 

 

5 out of 10 

 

0.01 

 

0.03 

 

Heart Disease dataset 

 

92.248 

 

76.596 

 

< 1min 

 

8 out of 13 

 

0.07 

 

0.23 
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4.3 Classification using Bayesian Networks 
a) Bayesian Network structure 

Network structure can be obtained by using a target 

variable “class” for both the datasets. The following 

structure shows the dependencies between the attributes.  

 

Fig 1: Bayesian Network for Heart disease Dataset 

 

b) CPT for Attribute- Slope 
The following table shows the sample CPT’s  

Conditional Probabilities for Slope: 

Target variable -> class – 1,2 

P(Slope| P(Old Peak/ Class) 

Table : V Sample probabilities for Slope and its parent old 

peak 

Parents Probability 

Old peak <=1.6 1.6-2.4 >2.4 

<=2.4 0.67 0.30 0.03 

1.24-2.48 0.40 0.47 0.13 

2.48-3.72 0.06 0.72 0.22 

3.72-4.96 0.00 1.00 0.00 

>4.96 0.00 0.00 1.00 

 

 

 

 

Table: VI Bayesian Networks Classification Results 

 

Dataset 

Accuracy  

Build time 

 

No. Attributes 

used 

Error rate 

Training 

set 

(%) 

Testing set 

(%) 

Training 

set 

(%) 

Testing 

set 

(%) 

 

Cancer dataset 

 

99.43 

 

85.55 

 

< 1 min 

 

10 

 

0.005 

 

0.02 

 

Heart Disease dataset 

 

91.47 

 

70.92 

 

< 1min 

 

13 

 

0.08 

 

0.21 

 

5. CONCLUSION 
The experimental results on two datasets showed that the 

training and testing data sets accuracies May differ. Also, it is 

concluded that the accuracy of a classifier may vary based on 

the number of instances in the dataset, the number and type of 

attributes etc. The results here shows that Bayesian Networks 

classification algorithm is more scalable compared to C5.0 

algorithm which perform analysis for efficient disease 

prediction on high dimensional datasets, with higher accuracy 

rate and less error rate. This assumption can be used in data 

analysis to determine a classification technique based on the 

data set.  
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