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ABSTRACT 

Thresholding is a simple but effective technique for image 

segmentation. In this paper, a novel method is presented to 

address the problem of  image segmentation for uneven 

lighting images that is based on dynamic size of window. In 

pyramid approach (window merging), segmentation accuracy 

depends on the initial size selection. The proposed method is 

based on the concept of window growing approach, in which 

after selecting the initial window, selection criterion is tested. 

If a sub-image or window does not satisfies the selection 

criterion, instead of merging with neighboring window 

(pyramid approach), window is incremented by small value. 

This process is repeated until it satisfies the given selection 

criterion. Thereafter segment the window by thresholding 

method. In the proposed method, initial size of window is 

computed at run time, which is based on image statistics. This 

method provides superior image segmentation over existing 

thresholding methods for images that are degraded, uneven 

illumination and suffer from the problem like shadow. 
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1. INTRODUCTION 
Thresholding is considered one of the popular and effective 

technique for image segmentation. In this paper, the proposed 

method is concerned with bi-level thresholding, which is also 

referred to as image binarization. A thresholding algorithm 

can compute either a single global threshold for the entire 

image or local thresholds applicable to sub-regions or 

windows of an image, which are adaptive to local image 

characteristics [14]. Sezgin and Sankur [11] categorize the 

thresholding methods in six groups according to the 

information they are exploiting: histogram shape, clustering of 

gray-level values, image entropy, general image attributes, 

spatial information, and local characteristics. A good adaptive 

thresholding algorithm produce the same segmentation result 

for uneven lighting image as a global thresholding algorithm 

produce when applied to a perfectly evenly lighting image [9]. 

Image thresholding is still a relevant research field and a 

number of method has been proposed in literature to address 

the problem of uneven lighting condition [2,5,6,7,9]. 

Generally, local thresholding methods are considered superior 

to the global ones for uneven illumination condition. 

Huang[2] proposed a method By adaptively selecting image 

window size based on the pyramid data structure manipulation 

of Lorentz information Measure(LIM). Although, the method 

produces good result but segmentation accuracy depend on 

the initial size of window. Sauvola[8] method compute a 

threshold value for each pixel that is based on image statistics, 

but in images where the gray values of foreground and 

background pixels are close to each other, the results degrade 

significantly. Pierre D. Wellner[9] presented a method,  that is 

based on the scan line approach  and calculating a moving 

average value of the last n number of pixels seen. When the 

value of a pixel is significantly lower than this average value 

it is set to black, otherwise it is left white. Only one pass 

through the image is necessary, and the beauty of this 

algorithm is its simplicity but the drawback of this algorithm 

is that the segmentation result depends on the order of 

scanning. Darek bradley [6] presented a simple and efficient 

method using the integral image. This technique is an 

extension to a previous method[Wellner 1993], increase 

robustness to strong illumination changes. Because this 

method need to perform two iterations through each image 

instead of just one as in Wellner’s method[9], due to this, 

perform slower. In this paper, a novel method of thresholding 

in partitioned windows is proposed. The technique is based on 

the window growing approach, and the window size is 

adaptively selected according entropy based selection 

criterion. The advantages of the technique are disturbance of 

uneven lighting is effectively eliminated after segmentation in 

partitioned window.  

2. Otsu’s METHOD 
Let the pixels of a given picture be represented in L gray 

levels [1, 2, ,L]. The number of pixels at level i is denoted by 

ni and the total number of pixels by N = n1 + n2 + …+ nL* In 

order to simplify the discussion, the gray-level histogram is 

normalized and regarded as a probability distribution: 

𝒑𝒊 =
𝒏𝒊

𝑵
,         𝒑𝒊 ≥ 𝟎,  𝒑𝒊

𝑳

𝒊=𝟏

= 𝟏           (𝟏) 

Now suppose that  dichotomize the pixels into two classes C0 

and C1 (background and objects, or vice versa) by a threshold 

at level k; C0 denotes pixels with levels [1, , k], and C1 

denotes pixels with levels [k + 1, , L]. Then the probabilities 

of class occurrence and the class mean levels, respectively, are 

given by 

𝒘𝒐 = 𝑷𝒓 𝑪𝒐 =  𝒑𝒊

𝒌

𝒊=𝟏
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Where                                   

  𝒘 𝒌 =  𝒑𝒊
𝒌
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is the total mean level of the original picture. This can easily 

verify the following relation for any choice of k: 

𝒘𝒐µ𝒐 + 𝒘𝟏µ𝟏 = µ𝑻,        𝒘𝒐+𝒘𝟏 = 𝟏   (𝟖) 

The class variance is given by 

𝝈𝒐
𝟐 =   𝒊 − µ

𝒐
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In order to evaluate the "goodness" of the threshold (at level 

k), introduce the following discriminant criterion measures (or 

measures of class separability) used in the discriminant 

analysis: 

𝝀 =
𝝈𝑩

𝟐

𝝈𝑾
𝟐 ,   𝑲 =

𝝈𝑻
𝟐
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Where      
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are the within-class variance, the between-class variance, and 

the total variance of levels, respectively. It is noticed that  𝜎𝑊
2   

and 𝜎𝐵
2 are functions of threshold level k, but 𝜎𝑇

2   is 

independent of k. Therefore, 𝜂 is the simplest measure with 

respect to k. Thus adopt 𝜂  as the criterion measure to evaluate 

the "goodness" (or separability) of the threshold at level k. 

The optimal threshold k* that maximizes 𝜂 

𝜼 𝒌 =   𝝈𝑩
𝟐 (𝒌) /𝝈𝑻

𝟐   ,  

 𝝈𝑩
𝟐  𝒌 =

[µ𝑻𝒘 𝒌 −µ(𝒌)]𝟐

𝒘 𝒌  𝟏−𝒘 𝒌  
       (14) 

and the optimal threshold k* is 

  𝝈𝑩
𝟐  𝒌∗ =  𝒎𝒂𝒙(𝝈𝑩

𝟐  𝒌 ) 1 ≤ k < L   (15) 

3. PROPOSED METHOD 
The proposed work is based on two steps: a method to 

partition the image into dynamic windows by using 

incremental windowing technique followed by a thresholding 

technique on those windows. In the proposed work, problem 

of uneven illumination condition has been addressed using 

adaptive windowing technique, incremental window based 

selection and selected window is segmented by using Otsu’s 

method[1] to improve the segmentation result.  

3.1 Initial Size Selction 
When a window or sub-image is tested against the selection 

criterion and if it satisfies the desired condition then window 

is fixed to be segment. Thereafter program requires new 

window to test the selection criterion, ideally the new window 

size should be one and every time when it fail to met the 

desired condition it must be enhance by a unit value. 

Practically the following procedure will increase the 

complexity to the algorithm. While in window merging 

approach segmentation accuracy greatly depends on the 

proper choice of initial window size.  In order to overcome the 

above limitations, we proposed a method to determine the 

optimal initial window size that is based on the image 

statistics and computed at run time for the given image. In the 

proposed method every time when desired condition does not 

met window size should be incremented by Δw, in our method 

we kept this value one to get more accurate segmentation. 

Size of window is inversely proportional to the number of 

gray level in the image (for 8-bit image this value is 256). The 

entropy is one measure of information content of an image. 

The entropy of a given image has a minimum value of zero 

when all pixels have same intensity. So we conclude that if 

entropy is higher, the window size must be smaller. Variance 

is a measure of the contrast in digital images and standard 

deviation is the square root of the variance. Size of image is 

also considered to compute initial size of window. Initial size 

is calculated from the following formula.                               

             𝑰𝒏𝒕𝒔𝒊𝒛𝒆 =  
𝑲∗𝒔𝒕𝒅×𝒎𝒂𝒙 𝒉𝒆𝒊𝒈𝒉𝒕,𝒘𝒊𝒅𝒕𝒉 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚×𝑮𝑳
      𝟏  

Where std is the standard deviation of image, height and width 

are dimensions of the image, Entropy is the entropy of the 

whole image, GL is the No. gray level for the image .Here all 

images are 8-bit bit so GL is 256. In order to control the initial 

size constant K is used and its value is fixed 2.0 by using error 

and trial approach. Entropy of each window HW is computed 

and is compared with the entropy of the total image. Entropy 

of gray level image is defined as 

Н = − 𝐩𝐢 𝐥𝐧 𝐩𝐢

𝟐𝟓𝟔

𝐢=𝟏

                   (𝟐) 

where pi is the probability of the ith gray value. Analogously, 

the window entropy is defined as       

           𝑯𝒘 = − 𝒑𝒘𝒊 𝒍𝒏𝒑𝒘𝒊

𝟐𝟓𝟔

𝒊=𝟏

          (𝟑) 

Where pwi is the probability of the ith gray value within the 

window.A window or sub-image is selected for segmentation 

if it satisfies the given selection criterion. If the current 

window doesn’t fulfill the selected criterion then it is merged 

with the neighboring windows to form the next level of 

window 

𝑯𝒘 ≥ 𝑪𝑯                      (𝟒) 

Where C is a positive real constant. In our case C varies from 

0-1. The notion of fixing C between 0-1 is to intuitively 

expect that the maximum entropy of the window could be the 

entropy of the whole image. Fig.1 shows the algorithm in 

brief.  

3.2 Proposed algorithm 
Start 

1) Compute initial size of window using equation (1) 

from proposed method. 

2) Compute entropy of the whole image by using 

equation number (2). 
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3) Compute entropy of the selected window using 

equation number (3). 

4) Check out the selection criteria using equation 

number (4). 

5) If current window satisfies the required condition 

then fix the window size and segment the current 

window by thresholding(otsu’s method). 

6) Else increment the size of window by incremental 

value Δw and repeat the steps from step 4 to step 6. 

7) Stop if whole image is segmented.  

3.3 Result Evaluation 
To evaluate the performance of proposed method we have 

used performance matrix misclassification error. The quality 

of segmentation result may be quantitatively evaluated by 

using Misclassification Error (ME) measure [20]. The 

measure reflects the percentage of background pixels 

erroneously classified into foreground, and conversely, 

foreground pixel erroneously assigned to background. For a 

two class segmentation problem, ME can be simply 

formulated as                                      

𝑴𝑬 = 𝟏 −
 𝑩𝒐 ∩ 𝑩𝑻 +  𝑭𝒐 ∩ 𝑭𝑻 

 𝑩𝟎 +  𝑭𝟎 
 

Where Bo and Fo are the background and foreground (object) 

of the ground truth image, BT and FT the background and 

foreground pixels in the thresholded image and |·| is the 

cardinality of a set. The value of ME varies between 0 for a 

perfectly classified image and 1 for a totally erroneously 

classified one. A lower value of ME means better quality of 

corresponding thresholded image.      

 

Table 1    Comparison is shown on the basis of Misclassification Error (ME) for proposed method 

Image name  with size Fixed window Wallner’s 

approach 

Derek bradley’s 

method 

Faisal shafait’s 

method 

Proposed 

method 

Airplane(321×481) 0.2366 0.1690 0.1254 0.1756 0.0806 

Bird(256×256) 0.2811 0.1359 0.1307 0.2347 0.0362 

Crow(480×320) 0.1574 0.1398 0.1124 0.1559 0.0821 

Elephant(321×481) 0.3705 0.1814 0.1188 0.2748 0.0834 

Flybird(480×320) 0.0603 0.1218 0.0351 0.0798 0.0672 
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Fig. 1 Flow chart for proposed method 

4. RESULT AND ANALYSIS 
We have considered five gray level and compressed (jpeg) 

images((airplane(320×480), bird(256×256), crow(320×480), 

elephant(320×480), flybird(480×320)) of different dimension 

with reasonable non uniform illumination condition that are 

shown in Fig.2(a) to Fig.6(a). The corresponding ground truth 

images have been generated manually and are shown in 

Fig.2(c) to Fig.6(c). All the experiments are performed in 

MATLAB 7.0 using Core 2 Duo processor. To demonstrate 

the performance of the proposed method, segmentation result 

obtained by using proposed method is compared with some 

existed methods on the basis of percentage of 

Misclassification Error (ME), comparison is shown in table 1. 

Segmentation result of the proposed method is compared with 

the Wallner’s method[9], Darek bradley method’s [6] and 

Faisal shafait’s method[15]. In fixed window method, 

threshold is calculated by using same algorithm that is used to 

compute threshold value in the proposed method. In this 

method window size (32×32) is considered for all the images. 

It can be visualized from segmentation result that the 

proposed approach gives better performance than the fixed 

window approach for all the images. Wallner’s[9] method 

compute pixel wise threshold, based on the scan line 

approach. Although this method is fast but produces ME value 

(0.1218) minimum for the flybird image. Darek bradley[6] 

method makes use of integral image and required two pass in 

order to produce the segmentation result. The method is 

slower as compared to wallner method[9] but produce better 

segmentation result and also provide minimum ME value for 

flybird image. Faisal’s method[15] also use the integral image 

and compute threshold value using sauvola’s method[8]. This 

method makes computation time independent of window size. 

In the proposed method, the selection criterion is based on the 

entropy value, and value of C varies between 0-1, for all the 

experiment value of C is selected 0.40. Proposed method 

partitions the image into dynamic size window thereafter 

segment the window.  This method compute the initial size for 

images airplane, bird, crow elephant, flybird are (22×22), 

(14×14), (32×32) (27×27), (15×15) respectively. It can be 

visualize from experimental result that proposed method give 

better result as compared to the method discussed above.  

 



International Journal of Computer Applications (0975 – 8887) 

Volume 156 – No 1, December 2016 

54 

    

(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Fig. 2  (a) Original image of Airplane size(321×481) (b) Image histogram (c) Ground Truth image (d) Fixed window 

approach  (e) Wallner’s method  (f)  Derek bradley’s method (g) Faisal shafait’s method  (h) Proposed method 

    

(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Fig. 3 (a) Original image of Bird size(256×256) (b)Image histogram (c) Ground Truth image (d) Fixed window approach (e) 

Wallner’s method (f)  Derek bradley’s method (g) Faisal shafait’s method  (h) Proposed method 

 
 

  

(a) (b) (c) (d) 
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(e) (f) (g) (h) 

Fig. 4 (a) Original image of Crow size(320×480) (b) Image histogram (c) Ground Truth image (d) Fixed window approach (d)  

Wallner’s method (e)  Derek bradley’s method (g) Faisal shafait’s method  (h) Proposed method 

 

    

(a) (b) (c) (d) 

 
   

(e) (f) (g) (h) 

Fig.5 (a) Original image of Elephents size(321×481) (b) Image histogram (c)Ground Truth image (d) Fixed window method  (e)  

Wallner’s method (f)Derek bradley’s method (g) Faisal shafait’s method  (h) Proposed method 

 
 

  

(a) (b) (c) (d) 

   
 

(e) (f) (g) (h) 

Fig. 6 (a) Original image of Flybird size(321×481) (b) Image histogram (c)Ground Truth image (d) Fixed window method 

(e)Wallner’s method (f)  Derek bradley’s method (g) Faisal shafait’s method  (h) Proposed method 
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Fig. 7  Bar Chart of Misclassification Error of all images for all methods 

5. CONCLUSION 
In this paper, a novel method is presented for segmentation of 

images acquired under uneven lighting condition. Global 

thresholding approach failed to segment these images and 

hence adaptive thresholding methods are necessary. The 

proposed method is based on three steps:  First compute the 

initial size of window using image statistics, a method to 

partition the images into dynamic size windows followed by 

the application of thresholding method on those windows. In 

window merging approach, it has been found that the 

segmentation accuracy greatly depends upon the proper 

choice of the initial window size. The selection of initial 

window size has been usually achieved by trial and error 

approach. In order to overcome this problem, initial window 

size is computed at runtime. In the proposed window growing 

approach, incremental value Δw is kept one. Evaluation is 

done on the basis of ME, comparison of proposed method 

with some existed effective method is shown in table1, and 

corresponding bar chart of ME values is shown in Fig.7. The 

experimental result demonstrates the effectiveness of the 

proposed method. 
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