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ABSTRACT 
Cardiovascular disease is a broad team for a range of diseases 

affecting heart and blood vessels. Cardiovascular disease are 

the number one cause of death globally. The health care 

industry contains lots of medical data, therefore data mining 

techniques are required to discover hidden patterns and to 

make decision effectively in prediction of heart diseases. By 

applying data mining techniques, valuable knowledge can be 

extracted from health care systems. Data mining classification 

techniques like Naïve Bayesian and Support vector machine 

(SVM) are explained in this paper with their benefits and 

limitations.  Data mining will help doctors to extract useful 

information from a huge dataset. In proposed research pre-

processing uses techniques like noise removal, discarding 

records with missing data, filling default values if applicable 

and classification of attributes for decision making at different 

levels. This paper has predicted accuracy, specificity and 

sensitivity using a classifier. A classifier will predict whether a 

person has heart disease or not by using machine learning 

techniques like Support Vector Machine (SVM) and Naïve 

Bayes. 
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1. INTRODUCTION   
In medical industry huge amount of data is available but people 

are not able to extract the important information about the 

factors that causes cardiovascular disease. Data mining will 

assist doctors and patients to carry out their diagnosis. It will 

help doctors to emphasize on some informative knowledge to 

predict the disease more quickly. According to the Indian 

National Commission on Macroeconomics and Health, it 

shows that in India in the year 2015 there are 61.5 million 

cases of cardiovascular diseases [17]. A challenging task in 

medical industry is to provide effective treatments to patients 

and to diagnose the disease correctly. The occurrence of 

coronary artery disease is calculated to be up to 7 percent in 

rural India as measured in urban areas where it is up to 12 

percent [19]. The major reasons for this epidemic are changes 

in lifestyle such as inactive jobs, increase in socioeconomic 

status that leads to unhealthy diets, increase in job stress and 

dependence on smoking and tobacco.  

“Data mining is defined as non-trivial extraction of implied, 

unidentified and hidden information about data” [18]. Mining 

hidden patterns in Data mining is done through techniques like 

classification and clustering. Decision Tree, Naïve Bayesian, 

Neural Network (NN) and Support Vector Machine (SVM) are 

various classification technique. Fuzzy C-means, K-means and 

Apriori algorithm are various Clustering techniques [13]. In 

data mining, the challenge is to extract patterns which are 

earlier unknown and hidden.  

Tasks in data mining are split into two type’s    i.e. predictive 

and descriptive task [16]. Predicting the value of an 

individual attribute on the basis of another attribute is done in 

Predictive tasks. Predictive tasks includes classification 

technique. Descriptive tasks summarize the relationship 

between data and it determine patterns. Descriptive tasks 

includes clustering techniques.   

Data pre-processing is an essential step in the data mining 

process. Data-gathering methods are generally loosely 

controlled, occurring in out-of-scope values, impractical 

combinations of data, missing values, etc. [30] Evaluating data 

that has not been carefully hidden for such problems can 

produce inaccurate results. Thus, the representation and data 

quality is first and most important before running an analysis. 

If there is much inappropriate and redundant data present or 

noisy and unreliable data, then knowledge discovery at the 

time of the training phase is also challenging.  

Data pre-processing tasks includes data cleaning, data 

integration, data transformation, data reduction and data 

discretization [16] 

1. Data Cleaning: Data cleaning process fill’s in missing 

values, smooth noisy data, classify or eliminate outliers, 

and clarify inconsistencies. 

2. Data Integration: Data integration is done using different 

databases, records, or data cubes. 

3. Data Transformation: Data transformation task includes 

techniques like normalization and aggregation. 

4. Data Reduction: Data reduction reduces the volume but 

produces the same or similar analytical results. 

5. Data Discretization: Data discretization is a part of data 

reduction. Its task is to replace numerical attributes with 

nominal ones. 

2.  LITERATURE SURVEY  
Cardiovascular diseases (CVDs) are a set of disorders of the 

heart. Coronary heart disease, cerebrovascular disease, 

peripheral disease, rheumatic and congenital heart diseases are 

the different types of cardiovascular diseases [1]. Heart attack 

syndromes are chest pain, pain in the arms and in left shoulder, 

elbow pain or back pain. Other symptoms are troublesome in 

breathing or breathe shortness, vomiting or feeling faint. Risk 

factors that causes heart attack are commonly tobacco, 

hypertension, obesity, diabetes, unhealthy diets and physical 

inactivity [4]. In India, coronary heart disease is very peculiar. 

In Coronary heart disease (CHD), a waxy substance develops 

inside the coronary arteries. Various tests to diagnose coronary 

heart disease includes an MRI scan, CT scan, Coronary 

angiography, Stress testing. Electrocardiogram (ECG) and 

https://en.wikipedia.org/wiki/Data_mining
https://en.wikipedia.org/w/index.php?title=Range_error&action=edit&redlink=1
https://en.wikipedia.org/wiki/Missing_values
https://en.wikipedia.org/wiki/Knowledge_discovery
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nuclear isotope imaging [21]. Coronary heart disease has 

various precautionary measures like no smoking, exercise 

regularly, maintaining blood cholesterol and weight of the 

body, properly maintaining diabetes and high blood pressure 

levels [22]. Early detection is needed for the people who are at 

very high cardiovascular risk or people with cardiovascular 

disease. Hence, more efficient methods of cardiovascular 

disease are of great concern.  

3. PROPOSED SYSTEM 
The main objective of this research is to predict heart disease 

using risk factors like Age, Sex, Chest pain type, Resting blood 

sugar, Cholesterol, Resting Electrographic results, Fasting 

blood sugar, Thalach, Exang, Oldpeak, Slope, Number of 

major vessels colored by Flourosopy, Thal, Height and Weight. 

In proposed research pre-processing techniques includes noise 

removal, discarding records with missing data, filling default 

values if applicable and classification of attributes for decision 

making at different levels. In this paper, classification 

techniques are used. Classification technique forecasts class 

membership for data samples. The data mining classification 

techniques like Support Vector Machine (SVM) and Naïve 

Bayes are used. 

 

Fig 1: Proposed system for prediction of cardiovascular 

diseases 

Figure 1 describes the flow chart of the proposed system. The 

initial step of the process is to collect dataset then technique 

like pre-processing is done. Classification algorithms like 

Support Vector Machine (SVM) and Naïve Bayes is use as 

classifier to predict the final result i.e. whether a person has 

heart disease or not. 

4. DATA SET  
The data set of total 303 records are used in prediction of 

cardiovascular diseases with 15 attributes (risk factors) are 

obtained from machine learning repository of UCI [31]. The 

attribute Patient Id is use as patient identification number. 

Table 1 lists all the factors. The records are divided into two 

datasets: training and testing dataset. The records for each set 

are selected randomly, to avoid favoritism.                         

 

Fig 2: Sample data set 

Figure 2 shows 303 records with 15 risk factors from machine 

learning repository of UCI and patient Id attribute is use as 

patient identification number. 

Table 1. Description of attributes 

Name Description 

Age age: age in years 

Sex sex: sex (1 = male; 0 = female) 

Cp cp: chest pain type   

        Value 1: typical angina 

        Value 2: atypical angina 

        Value 3: non-anginal pain 

        Value 4: asymptomatic 
 

Trestbps trestbps: resting blood pressure (in mm Hg on 

admission to the hospital) 

Chol chol: serum cholestoral in mg/dl 

Fbs fbs: (fasting blood sugar > 120 mg/dl)  (1 = 

true; 0 = false) 

Restecg restecg: resting electrocardiographic results 

Value 0: normal 

Value 1: having ST-T wave abnormality  

(T wave inversions and/or ST  elevation or  

depression of > 0.05 mV) 

Value 2: showing probable or definite 

 left ventricular hypertrophy by Estes' criteria 
 

Thalach  thalach: maximum heart rate achieved 

Exang  exang: exercise induced angina (1 = yes; 0 = 

no) 

Oldpeak oldpeak = ST depression induced by exercise 

relative to rest 

Slope slope: the slope of the peak exercise ST  

segment 

        Value 1: upsloping 

        Value 2: flat 

        Value 3: downsloping 
 

Ca ca: number of major vessels (0-3) colored by 

Dataset 

• Noise removal 

• Discarding records with missing 

data 

• Filling default values if 

applicable 

• Classification of attributes for 

decision making at different 

levels 

 

 
SVM Naïve 

Bayes 

Heart 

Disease/not 

Pre-processing 

Classifier 
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flourosopy 

Thal thal: 3 = normal; 6 = fixed defect; 7 = 

reversable defect 

Height Height in Feet 

Weight Weight in Kgs 

  

5. DATA MINING TECHNIQUES 
Data mining techniques are adopted to find unknown patterns 

from the data and an analysis of data is performed by data 

mining techniques.  

5.1 Classification Techniques Used in Data 

Mining  
5.1.1 Naïve Bayesian  
Naïve Bayes algorithm is depended on Bayes theorem [7]. 

Naïve Bayesian algorithm is named after Thomas Bayes, who 

was an eighteenth-century theologian. Naïve Bayesian 

classification is an analytical classifier which classifies 

between attributes and assumes no dependency between them. 

Algorithm start out with the simplest probabilistic classifier 

and then make a few assumptions and learn the naïve Bayes 

classifier. It’s called naïve because the formulation makes 

some naïve assumptions [27].  

Naive Bayes model is easy to build and especially effective for 

very large data sets. Naïve Bayes is known to outrun even 

exceptionally sophisticated methods of classification, along 

with homogeneity [26]. Naive Bayes classifiers are extremely 

flexible, demanding a number of parameters continuous in the 

number of features in a learning issue. Maximum-

likelihood training can be completed by estimating a closed-

form expression, which yields linear time, relatively than by 

costly iterative approximation as needed for many other 

category of classifiers. Formula for Bayes theorem is given 

by: [29]  

               P(H/X) = P(X/H). P(H) 

                                     P(X) 

Above, 

 P(H/X) is the posterior probability of class (c, target) 

given predictor (x, attributes). 

 P(H) is the prior probability of class. 

 P(X/H) is the likelihood which is the probability 

of predictor given class. 

 P(X) is the prior probability of predictor.  

5.1.2 Support Vector Machine(SVM) Algorithm 
Support Vector Machine (SVM) make good decisions for data 

points that are outside the training set. There are two classes of 

data in SVM. The data points are isolated in such a way that 

they could draw a straight line on the figure. The line is made 

in a way that it separates all the points on one side of one class 

and all the points on the other side of the other class. When 

such situation occurs, then the data are linearly separable. The 

line used to separate the dataset is called a separating 

hyperplane. The points closest to the separating hyperplane are 

known as support vectors. Kernels are used to extend SVMs to 

a larger number of datasets. Mapping of one feature space to 

another is done by kernel [29]. 

In addition to performing linear classification, SVMs can 

conveniently implement a non-linear classification using the 

kernel trick, essentially mapping their inputs into high 

dimensional feature spaces. This mapping from one feature 

space to another is done by a kernel. Assume kernel as a 

wrapper or interface for the data to convert it from a tough 

formatting to a simple formatting. The Radial Bias Function 

(RBF) is a kernel that’s generally needed with support vector 

machines (SVM). A radial bias function is an operation that 

takes a vector and outputs a scalar positioned on the vector’s 

distance. This space can be one from 0, 0 or from another 

vector. 

Kernel method, maps the data (sometimes also called as 

nonlinear data) from a small dimensional space to a large 

dimensional space. In a larger dimension, it determines linear 

problem that’s nonlinear in smaller-dimensional space. The 

Radial Bias Function (RBF) is a prominent kernel that 

measures the distance among two vectors. The execution of an 

SVM is also responsive to optimization parameters and 

specifications of the kernel used. Support vector machines 

(SVM) are a binary classifier and other methods can be 

continued to classification of classes greater than two.  

5.2 Benefits and Limitations of Classification 

Algorithm [14][30] 
 Advantages Disadvantages 

 

Support 

Vector 

Machine 

(SVM) 

1. Easy to interpret 

results 

1. Sensitive to tuning 

parameters and 

kernel choice 

 

2.Low generalization 

error and 

Computationally 

inexpensive 

 

2. Natively only 

handles binary 

classification 

 

 

 

 

Naïve 

Bayes 

1. It provides 

minimum error rate 

and easy to build 

1.Not much accurate 

because assumptions 

are made due to class 

conditional 

dependencies 

 

2. Works with a small 

amount of data and 

handles multiple 

classes 

2. Sensitive to how 

the input data is 

prepared 

6. RESULTS 

 

Fig 3: Results of classification algorithms 

Figure shows accuracy, specificity and sensitivity of SVM & 

Naïve Bayes approach for different training and testing data. 

 

 

https://en.wikipedia.org/wiki/Maximum-likelihood_estimation
https://en.wikipedia.org/wiki/Maximum-likelihood_estimation
https://en.wikipedia.org/wiki/Closed-form_expression
https://en.wikipedia.org/wiki/Closed-form_expression
https://en.wikipedia.org/wiki/Linear_time
https://en.wikipedia.org/wiki/Iterative_method
https://en.wikipedia.org/wiki/Kernel_trick
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 Graph of SVM &Naïve Bayes approach 

 

Fig 4: Performance Evaluation Measure of SVM and Naïve 

Bayes algorithm for different testing and training data 

On y-axis, figure shows the percentage and on x-axis it shows 

accuracy, specificity and sensitivity of SVM and Naïve 

Bayesian algorithm. Blue, green, yellow and red lines indicates 

50:50, 70:30, 75:25, 80:20 ratio respectively of training and 

testing data.  

Graph of accuracy for SVM & Naïve Bayes algorithm 

 

Fig 5: Accuracy graph for SVM and Naïve Bayes algorithm 

for different testing and training data 

Green and blue bar in the figure indicates accuracy of SVM 

and Naïve Bayes algorithm respectively with percentages of 

accuracy mentioned above the bar chart with dataset of 50:50, 

70:30, 75:25, 80:20 as training and testing ratio. 

7. CONCLUSION & FUTURE SCOPE 
Prediction of cardiovascular disease is a major challenge in 

health care systems. The objective of proposed work is to 

provide a study of different data mining classification 

techniques with their pros and cons. Data set of 303 records 

and 15 attributes is collected from UCI. Results shows 

accuracy, specificity and sensitivity for SVM & Naïve Bayes 

algorithm with different number of training dataset and testing 

dataset. Accuracy graph shows that SVM algorithm is better 

than Naïve Bayes because accuracy of SVM is not below 50% 

in any training and testing dataset. SVM algorithm performs 

better for large dataset using Radial Bias Function (RBF). 

Based on literature review only two algorithms namely Support 

Vector Machine (SVM) and Naïve Bayes classification have 

been implemented so far. There is still scope for improvement 

in accuracy, specificity and sensitivity. So other classification 

approaches can be implemented and tested. 
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