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ABSTRACT
R is an unified collection of software attachments for performing various operations on data and graphical display. R has become a preferred platform for statistical analysis. The R add-on package arules implements the basic infrastructure for creating and manipulating transaction databases and basic algorithms to efficiently find and analyze association rules. Compared to other tools, the arules framework is fully integrated, implements the latest approaches and has the vast functionality of R for further analysis of found patterns at its disposal. The “apriori” function, provided by the arules package, is used for mining association. Apriori Algorithm is the most popular algorithm for mining association rules. Association rule of data mining is employed in all tangible applications of business and industry. Objective of taking Apriori is to find frequent item sets and to disclose the unreleased information. This paper encompasses the use of association rule mining in extracting patterns that occur frequently within a dataset and showcases the importance of the Apriori algorithm in mining association rules from a dataset containing student information.
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1. INTRODUCTION
Data Mining is an elaborated process of analyzing enormous amounts of data and picking out the meaningful information. It refers to extracting or mining knowledge from enormous amounts of data[1,2]. The data sources incorporate databases, data warehouses, the World Wide Web (WWW), other information repositories, or data that are included in the system dynamically [3,4]. Association Rule in Data Mining plays a vital role in the process of mining data for frequent item sets. Mining frequent item sets is a popular method for finding associated items in databases. Association rules is one of the most successful data mining techniques. Frequent patterns occur periodically in the data. Patterns can contain itemsets, sequences and subsequences. A frequent itemset associates to a set of items that usually appear together in a transactional data set[5]. It involves the following steps: cleaning and integrating data from data sources like databases, flat files, pre-processing of selection and transformation of target data, mining the necessary knowledge and ultimately assessment and presentation of knowledge. A data mining algorithm is said to be absolute if it mines all interesting patterns. User-procured constraints and interestingness measures are to be used to focus the search for interesting patterns rather than searching for all possible patterns.

The R Project allows for a multidimensional of specialized packages to be installed and employed by its users as required. These contain packages and functions for model building and predictive analytics. It has an efficient data manipulation and storage capability. It includes a collection of operators for performing operations on arrays, particularly matrices and an extensive collection of intermediate tools for analysis of data. It provides graphical capabilities for analysis and display of data.

2. RELATED DEFINITION
Association Rule: Association rule of data mining includes picking out the unknown inter-dependence of the data and interpreting the rules between those items [6]. A rule is defined as an implication of the form A=>B, where A∩ B≠∅. The left-hand side of the rule is known as antecedent and the right-hand side of the rule is known as consequent.

Support: Let T be a collection of transactions associated with the items. Each transaction is provided an identifier TID [7]. Association rule A=>B is such that A ⊆ L.B ∈ L. A is termed as Premise and B is termed as Conclusion. The Support (S), is defined as the ratio of transactions in the data set that contains the itemset. Support (X=>Y) = Support (XUY) / P(XUY).

Confidence: The confidence is defined as a conditional probability Confidence (X=>Y) = Support (XUY) / Support(X) = P(Y/X)[8,9].

Lift: is defined as the ratio of the probability that L and R eventuate together to the multiple of the two individual probabilities for L and R.

Lift = Pr(L.R) / Pr(L).Pr(R).

Conviction: is identical to lift, despite it measures the effect of the right-hand-side not being true. It also inverts the ratio. A conviction is calculated as:

conviction = Pr(L).Pr(not R) / Pr(L.R).

3. THE APRIORI ALGORITHM
A realization of frequent pattern matching on the basis of support and confidence dimensions produced excellent results in various fields[10,11]. The apriori pseudocode is given below that uses two parameters, that is a database containing items and a minimum support count value for finding the frequent items

Apriori Algorithm Pseudocode
Routine Apriori (T, MinSupport) { where T is a database and MinSupport is the minimum support count

L1 = { frequent items };
for (k= 2; Lk-1 != Ø; k++) {
Ck = candidates generated from Lk-1
for each transaction t in database do
{
#increment the candidates count in Ck that are contained in t
Lk = candidates in Ck with MinSupport
}
In association rule mining, given a set of item-sets (consider an example, given a collection of retail transactions, each containing individual items brought), Apriori algorithm tries to find the subsets that are typical to at least a minimal number (C) of the item-sets. Apriori implements a 'bottom up' technique, in which frequent subsets are elaborated one item at once (this step is called candidate generation), and the collection of candidates are examined with reference to the data. The algorithm halts when no further successful elaborations are discovered.

Apriori employs breadth-first search and a tree structure for counting the candidate item sets conveniently. It produces k size candidate item-sets from item-sets of size k-1. After this it eliminates the candidate item sets that contain an infrequent sub pattern. According to the downward closure lemma, the candidate item set encloses all frequent item sets of length k. After that, it inspects the transaction database for resolving frequent item amidst the candidate item sets.

4. IMPLEMENTATION OF MINING USING arules PACKAGE

This R package provides the infrastructure for representing, manipulating and analyzing transaction data and patterns (frequent itemsets and association rules). It also provides interfaces for C applications of the association mining algorithms such as Apriori and Eclat.

Other packages in the arules family are:

- arulesViz: Visualization of association rules.
- arulesCBA: Classification on the basis of association rules.
- arulesSequences: Mining of frequent sequences.

Firstly we have to load the package and the required libraries. The following command is used for installing arules package.

```
> install.packages('arules')
```

Then a Cran mirror is to be selected for installing the package. The required package is loaded using the following command as shown in figure 1.

```
> library('arules')
```

![Fig 1: Installing arules package](image)

4.1 Read in the Data for Modeling

Transaction List is a special data type function in the “arules” package. The data is read in as a Transaction List using the following statement for the states data, “MBAdata.csv”: tm<-read.transactions("MBAdata.csv", rm.duplicates=False, format="single", sep=",", cols=c(1,2))

The arguments of the read.transactions function are listed below:

(i) File : the name of the file.

(ii) format: It is a character string representing the format of the data set.

(iii) Sep: It is a character string indicating how fields are distributed in the data file, or NULL (default). For basket format, it can be a regular expression; or else, a single character should be given. The default correlates to white space separators.

(iv)Cols: For the 'single' format, cols is a numeric vector of length two giving the numbers of the columns (fields) with the transaction and item ids, respectively. For the 'basket' format, cols can be a numeric scalar giving the number of the column (field) with the transaction ids. If cols = NULL

(v) rm.duplicates: It is a logical value indicating if duplicate items must be removed from the transactions.
4.2 Review Transaction data
First the transaction data is inspected as shown in figure 2.

\[ \text{txn}\$\text{itemInfo} \]

\begin{verbatim}
labels
1 Harry-Potter-DVD
2 Jane-Austen
3 Learn-Spanish
4 PSQL-basics
5 R-basics
6 Stat-intro
\end{verbatim}

Fig 2: Transaction data

4.3 Plot Transactions
The “image” function can be used to display a visual representation of the transaction set in which the rows are individual transactions (identified by transaction ids) and the dark squares are items contained in each transaction.

- image(txn)

Figure 3 shows the output of image function. It displays a graph of Transactions vs Items

Fig 3: Transactions vs Items

4.4 Mining the Association Rules
The “apriori” function, included in the arules package, is used as follows:

\[ \text{rules} \leftarrow \text{apriori(File, parameter=list(supp = 0.5, conf =0.9,target ="rules"))} \]

where the arguments are:

- data: It is a object of class transactions or any data structure that can be forced into transactions (for example a binary matrix or data.frame).
- parameter: It is a named list. The default behavior is to mine rules with support count 0.1, confidence 0.8 and maxlen 5.

The following statement is used for reading the transaction data as shown in figure 4

\[ \text{inspect(basket\_rules)} \]

The output for the inspect command is shown in Figure 5. By reviewing the output it is observed that the generated rule has a support count of 0.571, confidence of the rule is 1 and the lift threshold for the rule is 1.167

Fig 4: Reading the Transaction data

The number of rules generated can be seen in the output and is represented as follows

writing ... [1 rule(s)] done [0.00s]

The rules can be observed using the inspect command.

\[ \text{inspect(basket\_rules)} \]
Fig 5. Rule generation

4.5 Reading from the Groceries dataset
Using the standard data set, available with the “arules” package that is “Groceries”. The Groceries data set contains one month of real-world transaction data from a normal local grocery store. The data set includes 9835 transactions and the items are combined to 169 categories. Data can be read in the data set and the item information can be observed.

4.6 Mining the rules for the Groceries Data
The “apriori” function, is applied on the Groceries data set for mining the association rules. The rules are mined by setting a specific value of support and confidence. The value of support is set to .001 and confidence is 0.5. Figure 6 shows mining of association rules using apriori function.

Fig 6: Mining Association rules

4.7 Extract the Rules in which the Confidence Value is >0.8 and high lift
The rules for specific values of confidence and lift can be extracted by using the statements shown in figure 7.
Fig 7: Rule extraction

Results can be reviewed by providing different values of confidence. The top three rules with high threshold can be extracted for the parameter “lift” using the statements described in figure 8:

Fig 8. Rules with high thresholds

5. CONCLUSION

Association rule mining is among the most prominent methodology in data mining, to determine the interesting relations among the data stored in large database.

R provides prominent and powerful tools for statistical data analysis and model building. Part of its power comes from the fact that users can contribute data mining capabilities to it in the form of external libraries or packages, which can then be used by anyone. Its vast number of community developers resulted in a immeasurable packages capable of handling a wide range of data mining techniques.

This paper presents the effectiveness of the “arules” package in mining the association rules based on different parameters. Apriori Algorithm is used to discover and understand the underlying patterns involved in the groceries dataset records from the data contents in various sections.

Future work includes using some approach with Apriori algorithm which has very less number of scans of database. Another solution to improve the efficiency is division of large database among processors.
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