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ABSTRACT
Because of computational drawbacks of conventional numerical methods in solving complex optimization problems, researchers may have to rely on meta-heuristic algorithms. Particle swarm optimization (PSO) is one of the most widely used algorithms due to its simplicity of implementation and fast convergence speed. Also, the cuckoo search algorithm is a recently developed meta-heuristic optimization algorithm, which is suitable for solving optimization problems. Normally, the parameters of the cuckoo search are kept constant. This may make algorithm suffering from slow convergence rate. To overcome with this issue, a hybrid algorithm called (PSO-CS classifier) for adjusting the cuckoo search parameters is presented to improve cuckoo search algorithm by particle swarm optimization (PSO) for training recurrent neural network which its weights and bias trained using the (PSO-CS classifier) to deviate from being stuck in local minima for two benchmark classification problems. Moreover, to combine the ability of social communication in PSO with the local search capability of CS. Finally, the performance of the proposed algorithm is compared with that of the standard cuckoo search and PSO Algorithms. The simulation results show that the proposed (PSO-CS classifier) algorithm performs better than other algorithms in decrease number of training errors with a fast convergence rate and high accuracy.

General Terms
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1. INTRODUCTION
The artificial neural network (ANN), is a soft computing technique, a powerful prediction tool and information processing system. It has been successfully applied to many manufacturing, finance, military, telecommunication, engineering areas and classify nonlinear problems [1][2]. In fact, feed forward neural networks (FNNs) are the most popular neural networks in practical applications. The architecture of Artificial Neural Networks (ANNs) composed of neurons organized in input, output, and hidden layers in types of topology. The neurons are connected to each other by links which have an associated weights that determine by training, learning or algorithm. The training process is an important aspect of an ANN model when performance of ANNs is mostly dependent on the success of the training process. Each neuron applies an activation function (nonlinear) to its net input (sum of weighted input signals) to determine its output signal. The aim of the training phase is to minimize a cost function defined as a mean squared error (MSE), or a sum of squared error (SSE), between its actual and target outputs by adjusting weights and biases [3]. An alternate neural network approach is to use recurrent neural networks (RNN) in various applications, such as forecasting of financial data [4], electric power demand [5] and data classification [6].

This neural network have inside feedback loops within network allowing them to store previous memory to train past history [7][8]. Previously, RNN trained by traditional methods like back propagation algorithms which uses the gradient-descent technique and self-scaling method of Oren and Spedicato [9], but several problems can occur in its use in practical applications, such as trapping in local minima, slow convergence rates and takes an enormous amount of time for training a network of even a reasonable size. To overcome these drawbacks many metaheuristic evolutionary computing technique have been used, including genetic algorithm (GA) [10], particle swarm optimization (PSO) [11], and ant colony optimization (ACO) [12]. A metaheuristic can be defined as an iterative generation process that guides a subordinate heuristic by combining intelligently different concepts to explore and exploit the search space.

In (2015)[13], Travis Desell and others used Ant colony optimization for training Recurrent Neural Networks. This strategy is easily parallelizable and can use any neural network training algorithm. Results show that ACO evolved neural networks provided a 63% improvement over airspeed, a 97% improvement over altitude and a 120% improvement over pitch, without requiring additional input neurons from previous time steps but they did not investigate different strategies for incrementing/decrementing pheromones. In (2015)[14], Garro and Vázquez presented automatic methodology that designs an ANN using particle swarm optimization algorithms. The aim of these algorithms is to evolve the three principal components of an ANN: the set of weights, the connections or architecture, and the transfer functions for each neuron. In (2015)[15], Jeng-Fung Chen, Quang Hung Do, and Ho-Nien Hsieh presented an efficient training algorithm for feed forward neural networks (ANN) by Particle swarm optimization (PSO) and Cuckoo Search (CS) algorithm to investigate fast convergence speed and have a good ability for finding the global optimum. The experimental results of Approximation Problem and Iris classification problem show that the proposed hybrid algorithm outperforms both PSO and CS in training FNNs. In (2013) [15], Researchers applied a cuckoo search Algorithm (CS) along with a Genetic Algorithm to solve traveling salesman problem (TSP) to overcome the local minima problem and to benefit from the advantages of both types of algorithms. The results show that the hybrid algorithm yields
the best solutions as measured by tour length, quality, iterations, accuracy, and time required. In [2011][16], Valian and others presented an improved cuckoo search algorithm (ICS) for training feed forward neural networks for two benchmark classification problems (Breast cancer dataset, Iris dataset). The proposed algorithm enhanced the accuracy and convergence rate of the standard cuckoo search algorithm by tuning the value of pa and an, which are very important parameters in fine-tuning of solution vectors, and can be potentially used in adjusting convergence rate of algorithm.

The results demonstrates the effectiveness of the improved cuckoo search algorithm. In [2011][17], Nazri Mohd. Nawi, Abdullah, M. Z. Rehman proposed Cuckoo Search algorithm for training recurrent neural network on the 2-bit XOR, and 4-Bit OR benchmark problems. The results show that the CSRNN is simple and generic for optimization problems and has better convergence rate, SD, and accuracy than the Artificial Bee Colony Levenberg Marquardt (ABC-LM), Artificial Bee Colony Back-Propagation (ABC-BP) and Back-Propagation Neural Network (BPNN) algorithms. In [2007][18], authors combined Particle Swarm Optimization (PSO) and Back-propagation Algorithms (BP) algorithm to train a recurrent neural network for the identification of impedances of power electronic systems. Simulation results demonstrated that the proposed training algorithm can statistically help avoid the training process being trapped in local minima, without being computationally demanding. But this paper could not determine the optimal division between PSO and BP to achieve a training process with minimal computational resources.

Conventional PSO suffers from the premature convergence problem, especially in complex problems. Cuckoo Search (CS) is a recent heuristic algorithm that has been developed by Yang and Deb [19][20]. This algorithm was inspired by the lifestyle of the cuckoo bird and have been used in solving optimization problems. But, CS may converge slightly slower, but it has better explorative ability. So that, in this paper, a hybrid algorithm of PSO and CS is proposed for training (weights and biases) for many benchmarks of classification problems.

This paper propose a new hybrid metaheuristic search algorithms based on PSO and CS to train recurrent network (RNN) and to make use of the advantages of both PSO and CS algorithms. The main goals of this study are to improve convergence to global minima, decrease the error, the communication ability for the cuckoo bird has been investigated, and accelerate the learning process using a hybridization method. The proposed algorithm called (PSO-CS classifier) that imitate animal behaviour and are valuable for global optimization. [20]. The performance of the proposed (PSO-CS classifier) is verified on selected benchmark classification problems such as IRIS, Glass and Diabetes Classification Problems and compared with standard particle swarm optimization algorithm, cuckoo search algorithm. The remaining paper is organized as follows: Section 2 describes Recurrent Neural Networks (RNN). Section 3 describes PSO algorithm, Section 4 describes Cuckoo Search Algorithm. Section 5 describes proposed algorithm. Section 6 describes Simulation Results. Finally, the paper is concluded in the Section 7.

2. RECURRENT NEURAL NETWORKS (RNN)

Recurrent neural networks (RNN) are a modification on neural networks which have inside feedback loops within network allowing them to store previous memory to train past history [7], [18]. Unlike feed forward neural networks which only have forward links. Many data classified by recurrent neural networks (RNN) which trained by back propagation gradient methods. However, traditional back propagation algorithm suffers from two main drawbacks, that is, low convergence rate and instability. To overcome the weaknesses of this algorithm, recently many nature inspired metaheuristic algorithms provide derivative-free solution to optimize complex problems such as Bee colony, Ant colony, PSO algorithm, Cuckoo search algorithm and so on.

Basic characteristics of RNN [21]:

- All biological neural networks are recurrent.
- Mathematically, RNNs implement dynamical systems.
- Basic theoretical result: RNN can approximate arbitrary (term needs some qualification) dynamical systems with arbitrary precision (“universal approximation property”).
- Several types of training algorithms are known, no clear winner.
- Theoretical and practical difficulties by and large have prevented practical applications so far.

A state layer (hidden layer) of RNN is updated not only with the external input of the network but also with activation from the previous forward propagation. The feedback is modified by a set of weights to enable regular adaptation through learning [17]. In this papers we used three layer network (see figure1) with one input layer, one hidden or ‘state’ layer, and one ‘output’ layer. Each layer will have its own index variable: k for output nodes, and l for hidden, and i for input nodes. In a feed forward network, the input vector, x is propagated through a weight layer, [17]. Below the questions of RNN:

\[ \text{net}_j(t) = \sum_{i}^{n} x_i(t) v_{ij} + b_j \] (1)

Where, \( n \) the number of inputs is, \( b_j \) is a bias, and \( f \) is an output function. In a simple recurrent network, the input vector is similarly propagated through a weight layer, but also combined with the previous state activation through an additional recurrent weight layer, \( U \).

\[ y_j(t) = f(\text{net}_j(t)) \] (2)

\[ \text{net}_j(t - 1) = \sum_{i}^{n} x_i(t) v_{ij} + \sum_{i}^{m} y_i(t - 1) u_{ij} + b_j(t) \] (3)
Where, $m$ is the number of 'state' nodes. The output of the network is in both cases determined by the state and a set of output weights, $W$

$$y_k(t + 1) = g(\text{net}_k(t + 1))$$

$$\text{net}_k(t) = \sum_{j} w_{kj} y_j(t - 1) + b_k$$

Where, $g$ is an output function and $w_{kj}$ represents weights from hidden to output layer.

### 3. PARTICLE SWARM OPTIMIZATION (PSO)

In [22]PSO, intelligent swarms, taken from the behaviour of flocks in the search for food in open space [23]. Each bird begins to search for food in the random areas and then change his position following the best value obtained in the each cycle search (local best) [24]. In the first cycle of research, the first position is best value that obtained. But in the second cycle, PSO start updating the positions and compare the rest of the bird positions with each other and then choose the best position among them (global best) [25]. So the update divided into two category [24]:

1. Local Update.
2. Global Update.

Each bird is considered a potential solution to the problem. Birds’ velocity depends on his experience and the experience of its neighbours. PSO finds a better solution in less evolution than the rest of the algorithms. Each bird in the swarm has the following characteristics:

- $x_i$: is the current position of the bird.
- $v_i$: the current velocity of the bird.
- $i$: best position taken by a bird.

Suppose that $f(i)$ represents the fitness function that measure how close the solution to the optimal solution and $(t)$ is the current time, the best position taken by the bird is updated as follows[26]:

$$P_{\text{best}}(t + 1) = \begin{cases} 
P_{\text{best}}(t) & \text{if } f(x_i(t + 1)) \geq f(P_{\text{best}}(t)) \\
n_i(t + 1) & \text{if } f(x_i(t + 1)) < f(P_{\text{best}}(t))
\end{cases}$$

(6)

The best position in the swarm at time $t$ is calculated as in the equation (7) [26]:

$$G_{\text{best}}(t) \in \{P_{\text{best}}(t), \ldots, P_{\text{bestn}}(t)\} f(G_{\text{best}}(t)) = \min \{f(P_{\text{best}}(t), \ldots, f(P_{\text{bestn}}(t))\}$$

(7)

$N_i$: represents the number of elements in the swarm.

The velocity of the element is calculated as in the equation (8):

$$V_{ij}(t + 1) = W V_{ij}(t) + c_1 r_1(t) [P_{\text{best}_{ij}}(t) - X_{ij}(t)] + c_2 r_2(t) [G_{\text{best}}(t) - X_{ij}(t)]$$

(8)

$V_{ij}(t)$: represents the velocity of the element $i$ in dimension $j$ where $(j = 1, 2, \ldots, n)$ at time $t$.

$i$: represents the position of bird $i$ at time $t$.

### 4. CUCKOO SEARCH ALGORITHM (CS)

The Cuckoo Search (CS) developed in 2009 by Yang and Deb [19] 20, is a stochastic global search based on population that mimicking animal behaviour, which has been used in a wide range of optimization problems, including NP-hard problems, engineering design, and neural network training. This algorithm is built on the obligate brood parasitic behaviour of certain cuckoo species in conjunction with the Lévy flight behaviour of some birds and fruit flies [19].

Cuckoos have aggressive and peculiar brooding strategy where the females lay their fertilized eggs in the nests of other birds. If the host birds discovered that the egg does not belong to her, it will either throw away or abandoned the nest and build a new one.

Generally, the cuckoo eggs is hatched before the host eggs. Once the first cuckoo chick is hatched, the first instinct action it will take is to remove the host eggs by blindly propelling the eggs out of the nest, which increases the cuckoo chick’s share of food provided by its host bird[19].

#### 4.1 L’evy Flights

CS algorithm was further enhanced by the so-called L’evy flights, rather than by simple isotropic random walk methods. Yang and Deep illustrated that CS algorithm based on three assumptions [19]:

1. Each cuckoo sets one egg at a time and dump it in a randomly chosen nest.
2. The best nests with the highest quality of eggs (solutions) carry over to the next generations.
3. The number of available host nests is fixed, and a host has a probability $p_a \in (0, 1)$ of discovering an alien egg. In this case, the host bird either throws out the egg or abandons the nest to build a new one in a different location.

The third assumption can be approximated as a fraction: $p_a$ of the $n$ nests replaced with new nests (with new random solutions at different locations). In this Algorithm the fitness of a solution can be the value of the objective function or can be defined in a similar way to the fitness function in genetic algorithms. Each egg in a nest represents a solution, and a cuckoo egg represent a new solution, the aim is to use the new
better solutions (cuckoos) to replace a worse solution in the nests.

Based on the above-mentioned rules, the basic steps of the CS can be summarized as the pseudo(Figure 2):

**Cuckoo Search via Lévy Flights**

```plaintext
Begin
Step1: Objective function f(x), x = (x1,..., xn)^T
Step2: Generate initial population of n host nests x_i (i = 1,2,.., n)
While (t<MaxGeneration) or (stop criterion)
Step3: Get a cuckoo randomly by Lévy flights
Step4: Evaluate its quality/fitness F_i
Step5: Choose a nest among n (say, j) randomly
If(F_i > F_j),
Step6: Replace j by the new solution;
End
Step7: A fraction (p_a) of worse nests are abandoned and new ones are built;
Step8: Keep the best solutions (or nests with quality solutions);
Step9: Rank the solutions and find the current best
End while
Step10: Post process results and visualization
End
```

![Fig2: Pseudo code of the Cuckoo Search (CS).](image)

The equation (10) can describe Lévy flight behaviour when generating new solutions x_i (t+1) for the ith cuckoo [27]:

\[ x_i(t+1) = x_i(t) + \alpha \otimes \text{Lévy}(\lambda) \]  

where \( \lambda > 0 \) is the step size which should be related to the scales of the problem of interests. The product \( \otimes \) means entry wise multiplications which is more efficient in exploring the search space as its step length is much longer in the long run.

The equation (11) describes the Lévy flight behaviour in which the step lengths fit a probability distribution:

\[ \text{Lévy} \otimes u = t^{-\lambda}, \ (1 < \lambda \leq 3) \]

The Lévy step size is a probability distribution with an infinite variance and the flight steps form a random walk process which obeys a power-law step-length distribution with a heavy tail.

Finally, the optimum solutions that gained from Cuckoo search algorithm are more effective than the best solutions obtained by other swarm intelligence algorithms [19]. CS [28] can be used to perform the local search more efficiently.

### 5. PROPOSED ALGORITHM (PSO-CS) CLASSIFIER

In order to improve the communication ability for the cuckoo birds, a hybrid algorithm is presented between CS and PSO. From the other hand, to increase the probability of the egg’s survival, the cuckoo bird migrates by traversing more search space. It can successfully search better solutions (best nest) by performing levy flight with PSO.

Below the following steps of proposed Algorithm:

(1) In CS: Initialize the Population Size. The population is composed of a certain number of individuals. Also, set the parameters.

(2) To improve the performance of the CS algorithm and avoid falling in the local minima with fixed values of \( p_a \) and \( \alpha \), the proposed algorithm uses variables \( p_a \) and \( \alpha \). The values of \( p_a \) and \( \alpha \) are dynamically changed with the number of generation because, in the early generations, the values of \( p_a \) and \( \alpha \) must be large to increase the diversity of solution vectors. After that, these values should be decreased in final generations to result in a better fine-tuning of solution vectors. In Equations 12-14, where NI and \( g_n \) are the number of total iterations and the current iteration, respectively [16]:

\[ p_a(g_n) = p_{a_{\text{max}}} - \frac{g_n}{NI}(p_{a_{\text{max}}} - p_{a_{\text{min}}}) \]  

\[ \alpha(g_n) = \alpha_{\text{max}} \exp(c \cdot g_n) \]

\[ c = \frac{1}{NI} \ln \left( \frac{(\text{imin})}{\text{a_{max}}} \right) \]

The initial fitness value of the population is calculated by using the objective function.

(4) Then cuckoo search selected the best nest among all via levy flight using the Equation (15) as follow [2]:

\[ x_i^{t+1} = x_i^t + \alpha \otimes \text{Lévy}(\lambda) + \nu_i^{t+1} \]

Where \( x_i^{t+1} \) is the velocity vector generated from Equation (16) as follow:

\[ v_i^{t+1} = v_i^t + \alpha \varepsilon_n + \beta (g^* - x_i^t) \]

Where \( v_i^t \) and \( x_i^t \) be the position vector for the particle \( i \), \( \alpha \) is the learning parameter or accelerating constant, \( \varepsilon_n \) is the random vector which is drawn from N(0, 1).

(5) Cuckoo Search Mode. An individual updates its position by using the process of CS. An individual in CS has no speed and velocity updating formula, whereas an individual in PSO search mode has both position and velocity. Individual velocity in the cuckoo search mode is not updated, and the current velocity of the individual is the velocity updated by PSO search mode.

(6) Discovery Probability. Through the random elimination mechanism in cuckoo search mode, the host has probability \( p_a \) of finding foreign eggs.

(7) PSO-CS classifier finds (weight and biases) and passes them to RNN.

(8) Load the training data.

(9) In first epoch, the weights in RNN are calculated.

(10) In the next cycle, PSO-CS classifier will update the weights with the best possible solution and PSO-CS classifier will continue searching the best weights until either the last cycle/epoch of the network is reached or the MSE is achieved.

(11) The amount of error is determined by [8]:

\[ E = (T_X - Y_K) \]

The performances index for the network is given as follows:
VA(x)=\frac{1}{2}\sum_{k=1}^{K}(T_k - X_k)^T (T_k - Y_k),
\quad V_f(x) = \frac{1}{2} \sum_{k=1}^{K} E^T, E.

(18)

In the proposed method the average sum of squares is the performance index and it is calculated as follows:

\[
VA_{\mu}(x) = \frac{\sum_{i=1}^{N} V_f(x)}{P_i}
\]

(19)

where \(y_f\) is the output of the network when the \(k\)th input \(n_t\) is presented. The equation \(E=(T_k - Y_k)\) is the error for the output layer, \(VA_n(x)\) is the average performance, \(VA_E(x)\) is the performance index, and \(P_i\) is the number of Cuckoo populations of \(n\)th iteration. At the end of each epoch the list of average sums of square errors of \(n\)th iteration SSE can be calculated as follows:

\[
SSE_t = \{VA_{\mu}^1(x), VA_{\mu}^2(x), VA_{\mu}^3(x), ..., VA_{\mu}^n(x)\}
\]

(20)

The Cuckoo Search is replicating the minimum sum of square error (MSE). The MSE is found when all the inputs are processed for each population of the Cuckoo nest. Hence, the Cuckoo Search nest \(x_j\) is calculated as follows:

\[
x_j = \text{Min}\{VA_{\mu}^1(x), VA_{\mu}^2(x), VA_{\mu}^3(x), ..., VA_{\mu}^n(x)\}
\]

(21)

The rest of the average sum of squares is considered as other Cuckoo nests. (Figure3 shows Pseudo code of PSO-CS classifier):

- Generate initial population of \(N\) host nest for \(i = 1, ..., n\)
- Set all parameters especially \(p_a\) and \(\alpha\) by equations (12-14)
- While \((t_{\text{max}} < \text{Max Generation})\) or (stop criterion)
- Get a cuckoo bird randomly
- Choose randomly a nest \(j\) among \(n\)
- Move cuckoo bird using Equation (15) and (16)
- Calculate the fitness \(F_i\)
- If \(F_i > F_j\) Then, Replace \(j\) by the new solution. End if
- A fraction (probability \(p_a\)) of worse nest are abandoned and new ones are built. - Keep the best solutions (or nest with quality solutions).
- Rank the solutions and find the current best.
- End while

Figure3. shows Pseudo code of PSO-CS classifier

5.1 Training RNN Proposed Algorithm

1. Each best nest represents a possible solution, which is, the weight and the corresponding biases for RNN.

2. The size of a population represent the quality of the solution.

3. In the first cycle, the weights and biases are initialized with CSPSPO and then those weights are passed on to the RNN, and then these weights in RNN are calculated.

4. In the second epoch, CS will update the weights with the best possible solution and PSO-CS will continue searching the best weights until either the last cycle/epoch of the network is reached or the MSE is achieved.

6. SIMULATION RESULTS, ANALYSIS AND DISCUSSION

The simulation experiments are performed on 2.40 GHz Core i5 with 4GB RAM using Matlab 2010a software. For investigating less mean square error (MSE) and to achieve high average classification accuracy on testing data, three benchmark dataset like Iris , Glass and Diabetes dataset are taken from UCI Machine Learning Repository. To evaluate the performance of the proposed algorithm, we compare its computational results with those provided by standard CS and standard PSO. For the CS –PSO classifier algorithm, the number of iterations is 1000 for the three benchmark problems. From the input layer to hidden layer and from hidden to output layer log-sigmoid activation function is used as the transform function. After 20 trails, the results of classification are demonstrated in the following below tables.

In the tables, the PSO-CS classifier performs better than the standard CS and standard PSO. Parameter 'MSE' represents mean square error 'SD' represents standard deviation of error mean square. The results show that For the PSO Algorithm , \(c1\) and \(c2\) were set to 2, \(w\) decreased linearly from 0.9 to 0.4, and the initial velocities of particles were randomly generated in \([0, 1]\). For the CS algorithm, the number of populations is 10, epochs 1000, trails 20, whereas other algorithm parameters are \(\alpha=0.25, pa=0.1\) and \(\lambda=1.5\). For the parameters of the PSO-CS classifier are \(pa(\text{min})=0.05, pa(\text{max})=0.5\), \(\alpha(\text{min})=0.01\), \(\alpha(\text{max})=0.5\) and \(\lambda=1.5\).

6.1 IRIS Classification Dataset

The Iris classification datasets is one of the best pattern recognition multivariate dataset used since 1936[2]. Iris dataset consists of 150 examples from three Iris species, i.e. Iris setosa, Iris virginica and Iris versicolor. The classification of IRIS involves the length and width of sepal and petals from each sample of three selected species. The selected network configuration for Iris classification dataset comprises of 9 inputs, 8 hidden, and 2 outputs nodes. A total of 105 instances are used for training the algorithms, while the rest is used for testing purpose. Table 1 illustrates the MSE, SD, and accuracy of the proposed CPSO algorithm when compared with simple CS and PSO.

Table1: Summary of algorithms performance for IRIS

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy</th>
<th>MSE</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>90.00</td>
<td>0.050</td>
<td>0.0010</td>
</tr>
<tr>
<td>PSO</td>
<td>88.07</td>
<td>0.077</td>
<td>0.0020</td>
</tr>
<tr>
<td>PSO-CS</td>
<td>99.03</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Based on the simulation results in Table1, it is clear that the proposed PSO-CS classifier model has better performance in terms of MSE, SD, and accuracy. PSO-CS classifier converged with the MSE of 0.0006 and an accuracy of 99.03, compared to other algorithms. It can be clearly seen that the
proposed algorithm has better performance than the CS,PSO in term of MSE.

6.2 Glass Classification Problem
The Glass dataset is used for separating glass splinters in criminal investigation into six classes taken from UCI Repository or Machine Learning database which consists of float processed or non-float processed building windows, vehicle windows, containers, table ware or head lamp. This dataset is made of 9 inputs and 6 outputs which consist of 214 examples. The selected feed for worknet work architecture for this network is set to 9-5-6.

Table2: Summary of algorithms performance for Glass Classification Problem

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy</th>
<th>MSE</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>91.93</td>
<td>1.8E−06</td>
<td>0.003</td>
</tr>
<tr>
<td>PSO</td>
<td>94.09</td>
<td>0.025</td>
<td>0.009</td>
</tr>
<tr>
<td>PSO-CS</td>
<td>99.97</td>
<td>2.2E−03</td>
<td>2.5E−05</td>
</tr>
</tbody>
</table>

From the above table it is clear to understand that the proposed algorithm outperform the other algorithms. The proposed PSO-CS classifier algorithm achieve small MSE of 2.20E − 03, SD of 2.50E − 05, and high accuracy of 99.97. Meanwhile, the CS and PSO algorithms have large MSE of 1.80E − 06, 0.025, SD of 0.003, 0.009, accuracy of 91.93, 94.09 which is quite lower than the proposed algorithm.

6.3 Diabetes Classification Problem
This dataset consists of 768 examples, 8 inputs, and 2 outputs and consists of all the information of the chemical change in a female body whose disparity can cause diabetes. The feed forward network topology for this network is set to 8-5-2.

Table3: Summary of algorithms performance for Diabetes Classification Problem

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy</th>
<th>MSE</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>95.04</td>
<td>0.0112</td>
<td>0.01</td>
</tr>
<tr>
<td>PSO</td>
<td>91.73</td>
<td>0.188</td>
<td>0.05</td>
</tr>
<tr>
<td>PSO-CS</td>
<td>98.00</td>
<td>0.0003</td>
<td>0.0007</td>
</tr>
</tbody>
</table>

It is evident from Table 3 that the proposed PSO-CS classifier Algorithm show better performance than the CS and PSO algorithms in terms of MSE, SD, and accuracy. From Table 3, it is clear that the proposed algorithm has MSE of 0.0003, and SD 0.0007, and achieved 98.00 percent of accuracy. Meanwhile, the other algorithms such as CS and PSO have MSE of 0.0112 and 0.188, SD of 0.01, and 0.05, and accuracy of 95.04 and 91.73 percent, which is quite lower than the proposed algorithm.

7. CONCLUSION
Training of Recurrent neural networks is a well-known and important hard optimization problem, frequently used for classification purpose. Swarm intelligence metaheuristics have been successfully used for such optimization problems. In this paper, we present the advantages of cuckoo search and PSO algorithm such as achieving faster convergence rate, minimizing the training error, and increasing the accuracy. So, to improve the performance of the CS algorithm and avoid falling in the local minima with fixed values of pa and a, the proposed algorithm uses variables p and a. The values of pa and a are dynamically changed with the number of generation. From the other hand, the communication ability for the cuckoo birds has been added by introducing PSO, thus giving cuckoo bird the ability to search the best nest that has higher survival. We used a hybrid algorithms CS and PSO to search for the optimal synaptic weights of the neural network in order to minimize the functions errors. The testing was done on three well-known benchmark classification problems (Irises, Glass and Diabetes dataset). Since the number of neurons in hidden layers may strongly influence the performance of recurrent neural networks, so we considered different number of neurons in the hidden layers. Finally, as a comparison between the performance of the proposed PSO-CS classifier algorithm with Standard Cuckoo search algorithm (CS) and PSO Algorithm, it can be concluded that in terms of convergence rate and accuracy, the PSO-CS classifier algorithm outperforms the other individual algorithms.
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