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ABSTRACT 

Feature selection is the process by which relevant features are 

selected from large datasets in order to improve the 

performance of the classification systems. There are various 

approaches that are used for feature selection such as Soft 

Computing, Hill Climbing etc. Particle Swarm Optimization 

is now a days popularly used soft computing technique for 

feature selection due to its searching ability, simplicity and 

low computation cost. But the main problem with Particle 

Swarm Optimization is premature convergence which in turn 

affects the classification performance. In this paper, a 

modified Particle Swarm Optimization is proposed for feature 

selection. To handle the problem of premature convergence, a 

flipping operator is introduced before the updation of velocity 

and position of the particle. Fitness of each particle is 

computed using Support Vector Machine based fitness 

function. To establish the effectiveness of proposed approach, 

testing is done on various benchmark datasets like wine, zoo, 

sonar etc. Results obtained on these datasets are compared 

with the standard approach and satisfactory improvements are 

observed. 
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1. INTRODUCTION 
Classification is an important task in data mining. It is helpful 

in predicting the class of data available on the basis of 

knowledge extracted from the existing data. Various 

classifiers are used for classification and their performance 

depends on the number of features present in the data-set and 

their values. Hence, features play important role in 

classification. The irrelevant and redundant features present in 

the data-set may reduce the performance of the classifier. 

Feature selection algorithms are then used to remove the 

irrelevant and redundant features from the original data-set in 

order to improve the classification accuracy. There are many 

approaches used for feature selection such as Genetic 

Algorithm (GA), Ant Colony Optimization (ACO), Particle 

Swarm Optimization (PSO), Graph Based Clustering, Relief 

Algorithm etc. 

PSO is one of the most widely used approach among swarm 

intelligence in which the swarm searches the optimal solution. 

PSO was motivated from simulation of social behavior of bird 

flocking. Each particle in the swarm searches for the best 
solution by updating the position and velocity based on the 

best experience of its own and its neighbor particles [9].  

Particle Swarm Optimization is now a days popular among all 

the Soft Computing techniques due to its characteristic of 

being simple to understand, easy to implement with the 

adjustment of few parameters, limited calculations, and 

searching capabilities. 

Support Vector Machine (SVM) is supervised learning 

algorithm in which data are analyzed and patterns are 

recognized for classification [10]. In SVM, hyper plane or set 

of hyper-planes is constructed in a high dimensional space 

which can be used for classification, regression or other tasks. 

A good separation is achieved with the maximal margin hyper 

plane which gives lower generalization error of the classifier. 

In this paper, a modified Particle Swarm Optimization is 

proposed for feature selection. The proposed method uses a 

flipping operator before the updation of velocity and position 

of each particle. The main reason for using this operator is to 

explore the search space efficiently which improves the 

accuracy of the classification. Fitness of each particle is 

computed using Support Vector Machine based fitness 

function. 

This paper is organized as follows: Section 2 discusses the 

background study of the techniques used. Related work done 

by various researchers in the field of particle swarm 

optimization and Support Vector Machine have been 

presented in section 3. The proposed approach with detail 

steps are described in section 4. Experimentation done and 

results obtained are presented in section 5. Finally, section 6 

outlines the main conclusion of the work. 

2. BACKGROUND 

2.1 Particle Swarm Optimization 
Particle Swarm Optimization was introduced by Rousell 

Eberhart and James kennedy in 1995 [9]. PSO was mainly 

focused to solve non-linear continuous optimization problem 

but recently used for real life application problem. PSO was 

inspired by sociological behavior of birds flocking. Birds have 

a capability to fly in large group without collision for long 

distance and maintain their optimum distance between 

themselves and their neighbor. 

Particle Swarm Optimization (PSO) is a population-based 

stochastic optimization technique. PSO consist of set of 

solution called particles and a group of particles called swarm. 

Particles moved in a search space with a specified velocity for 

finding the optimal result. Every particle contains its memory 

that helps it in keeping the information of its previous best 
position. The position of the particles is distinguished as 
personal best and global best. The velocity of the particle is 

adjusted according to the historical behavior of each particle 

and its neighbor while they fly through the search space. Each 

move of the particle is influenced by its current position, its 

memory of previous useful parameter, and the group 

knowledge of the swarm. The velocity of the particles are 

updated using equation (1). 
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𝑣𝑝𝑑
𝑛𝑒𝑤 = 𝑤 × 𝑣𝑝𝑑

𝑜𝑙𝑑 + 𝑐1𝑟1  𝑝𝑏𝑒𝑠𝑡𝑝𝑑 − 𝑥𝑝𝑑
𝑜𝑙𝑑  + 𝑐2𝑟2 𝑔𝑏𝑒𝑠𝑡𝑑 −

𝑥𝑝𝑑
𝑜𝑙𝑑                       (1) 

Where, c1 and c2 are acceleration constant, r1 and r2 are the 

random values in the range between 0 and 1, w is a inertia 

weight, 𝑥𝑝𝑑
𝑜𝑙𝑑  shows the position of each particles in d-

dimensional space, 𝑣𝑝𝑑
𝑛𝑒𝑤  and 𝑣𝑝𝑑

𝑜𝑙𝑑  are the particle velocity, 

pbestpd is the best previous position of each particle called 

particle best position, gbestd is the best position of particles 

called the global best. The position of the particles is updated 

using the equation (2). 

                                     𝑥𝑝𝑑
𝑛𝑒𝑤  = 𝑥𝑝𝑑

𝑜𝑙𝑑  +𝑣𝑝𝑑
𝑛𝑒𝑤                  (2) 

where,  𝑥𝑝𝑑
𝑛𝑒𝑤  is the new position of the particle,  𝑥𝑝𝑑

𝑜𝑙𝑑  is the 

previous best position of the particle. The sequential flow of 

this process is given step-by-step using following algorithm: 

Algorithm:  PSO 

Step1: Initialize particles, velocity and position. 

Step2: Calculate fitness of each particle. 

Step3: Update local best. 

Step4: Update global best. 

Step5: Update velocity. 

Step6: Update position. 

Step7: If acceptable solution is found or some other stopping 

criterion is met return the best solution else go to Step 2. 

2.2 Support Vector Machine 
Support Vector Machine is a data classification technique that 

was first developed by Vapnik in 1995 [10]. It is based on 

supervised learning. SVM works on high dimensional data 

and avoids curse of dimensionality problem. It represents the 

decision boundary using a subset of training examples, known 

as support vectors. SVM can be trained to classify both 

linearly separable and non-linearly separable data. 

For linearly separable classes the training data set contain k 

cases and represented as {xi, yi}, i=1,...,k, where xi  є RN is an 

N-dimensional space and y є {-1,+1} is the class label. These 

training patterns are linearly separable if there exists a vector 

w (determining the orientation of a discriminating plane) and 

a scalar b (determining the offset of the discriminating plane 

from the origin) as given in equation (3). 

             Yi (w*xi + b) -1 ≥ 0                 (3) 

For linearly non-separable classes, the restriction that all the 

training cases of a given class lie on the same side of the 

optimal hyper-plane can be relaxed by the introduction of a 

“slack variable” ξi ≥ 0. 

For nonlinear decision surfaces, a feature vector xi є RN is 

mapped into a higher dimensional feature space F via a linear 

vector function Փ : RN -> F The optimal margin problem in F 

can be written by replacing xi * xj with Փ(xi)*Փ(xj) which is 

computationally expensive. To address this problem, Vapnik 

[10] introduced the concept of using a kernel function K in the 

design of nonlinear SVM as shown in equation (4). 

K (xi, xj) = Փ(xi)*Փ(xj)                    (4) 

The other kernel functions that can be used are: 

 Linear: K (xi, xj) = xi 
T xj 

 Polynomial of power p: K (xi, xj) = (1+ xi 
T xj) p 

 Sigmoidal: K (xi, xj) = tanh(β0xi 
T xj + β1) 

3. RELATED WORKDONE 
Feature Selection is one of the technique of dimensionality 

reduction in which small subset of relevant features are 

selected that minimize redundancy and maximize relevance to 

the target such as class labels in classification [4]. Various 

techniques have been proposed by researchers to perform 

feature selection. A lot of work using soft computing 

technique has also been reported in the literature. 

Jiliang Tang et al. in [5] have given a survey on feature 

selection for classification. They have discussed various types 

of features available in the datasets and a review on various 

methods available for performing feature selection like filter, 

wrapper and embedded algorithms. 

Stanislaw Osowski et al. in [6] proposed application of 

Genetic Algorithm and Support Vector Machine to recognize 

the blood cell by evaluating the image of the bone marrow 

aspirate. By using GA, the features are selected which are 

further used by the SVM to recognize and to classify the cells. 

The main advantage that GA method provide lies in 

combining the ranking of all features and then finding the 

optimal number of them. But Genetic Algorithm (GA) suffers 

from a few shortcomings such as it doesnot has a memory 

concept. If a chromosome is not selected, the information 

contained by it is lost. To remove this limitation PSO can be 

used. 

Bing Xue et al. in [7] proposed a PSO based feature selection 

approach for selecting a smaller number of features and 

achieving similar or even better classification performance 

than using all features. They developed three new 

initialization strategies motivated by forward selection and 

backward selection, and three new pbest and gbest updating 

mechanisms considering both the number of feature and the 

classification performance to overcome the limitation of the 

traditional updating mechanism. 

Chung- Jui Tu et al. [8] proposed an approach for feature 

selection using PSO-SVM. PSO is used to perform feature 

selection. Further for the classification process support vector 

machine is used and one-versus-rest method serve as a fitness 

function of PSO. The main problem in the algorithm is the 

premature convergence of PSO. Due to this, searching 

abilities of PSO can be reduced and inturn affects the 

classification performance. 

4. PROPOSED APPROACH 
In this paper, a modified PSO based feature selection 

approach is proposed. Using this approach irrelevant and 

redundant feature can be removed from the data-set. For this 

PSO is combined with SVM. PSO is used for feature selection 

and SVM is used to calculate the fitness of the particle. A 

flipping operator is introduced to remove premature 

convergence problem of PSO so that better results can be 

achieved. This operator is applied on half of the elites having 

low fitness value before updating the position and velocity of 

each particle in swarm. The block diagram of proposed 

approach is as shown in Figure 1. 
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Fig 1: Flow Chart of Proposed Approach 

The modified PSO is carried out using following steps: 

(i) Initialization of swarm. 

(ii) Fitness Evaluation Process. 

(iii) Partitioning of the Elites. 

(iv) Applying Flipping Operator. 

(v) Update Position and Velocity of the Particle. 

(vi) Termination Criterion. 

The steps identified are explained in detail as follows: 

(i) Initialization of swarm: 

Initialization of population is done by generating particles in 

form of 0, 1 strings. For this, random generation operator is 

used. Here 0 represent the feature is not selected and 1 

represent the feature is selected. The size of the particles 

depends on the attribute present in the datasets. 

 

(ii) Fitness Evaluation Process: 

Fitness function is used to compute the fitness of each 

particle. Fitness value of particle represents its chances of 

survival. To evaluate the significance of feature, classifier 

dependent fitness function is used. For calculating the fitness, 

the dataset is divided into two sets known as training set and 

testing set. The fitness is calculated using the fitness function 

which gives accuracy of the particles. The fitness is calculated 

by the following fitness function: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑜𝑓 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛                         (5) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
Number  of   samples  correctly  classified

𝑇𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑠𝑎𝑚𝑝𝑙𝑒𝑠
                (6)    

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
                                               (7) 

Where, tp corresponds to the number of positive samples 

correctly predicted by the classified model, tn corresponds to 

the number of negative samples correctly predicted by the 

classified model, fp corresponds to the number of negative 

samples wrongly predicted as positive by the classified model, 

and fn corresponds to the number of positive samples wrongly 

predicted as negative by the classified model. 

(iii) Partitioning of the Elites: 
According to the fitness value, evaluated particles are 

arranged in descending order. Then partitioning of particles is 

done by selecting 50% of the initial particles from the sorted 

list. These elites are selected for directly updation of their 

position and velocity. The remaining are selected for flipping 

operation and then are sent for updation process.  

(iv) Applying Flipping Operator: 

In this step, the flipping operation is applied on the particles 

having low fitness value. In flipping, bits are flipped 

according to the probability decided for flipping. The main 

reason of flipping the bit is to explore the search space. The 

probability of the flipping operator is 0.1. 

(v) Update Position and Velocity of the Particle: 

Velocity represents the probability of a bit to take the value 0 

or 1. For updating the position and velocity of particles, first 

the random velocity and positions are initialized to each 

particle. For determining the global best among swarm, other 

particles are updated. In each iteration local best velocity and 

position of each particle is updated by comparing it with 

global best and fitness is calculated again. If any other particle 

has large fitness value than previous global best then the 

global best is updated. Position of each particle is represented 

as attribute subset and velocity as positive integer which lies 

between 1 and Vmax (maximum velocity) of the particle. This 

implies the changes to be made in the particle to come closer 

to the global best position. The number of different bits 

between the particles represent the difference between their 

positions. 

For example, to update velocity and position of the particles 

the global best is computed from the swarm. Suppose the 

global best of the particle Pgbest is [1,0,1,0,0,1,1,0,1] and there 

are other particles local best position Xi is [0,1,1,0,0,0,1,1,1]. 

Then to update the velocity of particles, the difference 

between gbest and particles current position are Pgbest - Xi, 

this gives with the values [1, -1, 0, 0, 0, 1, 0, -1, 0] here 1 

signifies that compared with the best position, this feature 

should be selected but it is not, -1 means that compared with 

the best position, this feature should not be selected but it is 

present. 0 signifies that the bit does not require any changes. 

After updating velocity, a particles position will be updated by 

a new velocity. 

(vi) Termination Criterion: 

To stop the process, following termination criteria are used: 

(a) Predefined number of iterations are completed, or  

(b) Fitness with 100 \% accuracy is obtained. 

5. EXPERIMENTAL RESULTS 
Proposed approach is implemented on R language using 

RStudio framework. To evaluate the results obtained using 

existing approach and proposed approach six benchmark 

datasets are taken from UCI Machine Learning Repository 

[11]. These datasets are Wine, Breast Cancer Wisconsin 

Diagnostics (WDBC), Sonar, Glass, Zoo and Ionosphere. A 

brief description of the datasets used is summarized in the 

Table 1. 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 161 – No 7, March 2017 

11 

Table 1. Datasets used for Experimentation 

Datasets Number 

of 

features 

Number 

of 

classes 

Number 

of 

Instance

s 

Attribute 

Type 

Wine 13 3 178 Real, 

Integer 

Ionosphere 34 2 351 Integer, 

Real 

Sonar 60 2 208 Real 

WDBC 32 2 569 Real 

Zoo 17 7 101 Categoric

al, Integer 

Glass 10 6 214 Real 

 

Various parameters are used to achieve best results on the 

datasets selected. 10 fold cross validation method is used for 

testing. Results are achieved on following parameter settings: 

 Number of Generations: 10 - 100 

 Particle Size: 10 - 100 

 Training Samples (in %): 10 - 90 

 Testing Samples (in %): 10 - 90 

 Flipping Probability: 0.1 

The proposed approach is tested on the basis of classification 

accuracy of the feature subsets obtained. Table 2 shows the 

average number of features obtained and their computed 

classification accuracy. 

Table 2. Results Obtained for the Proposed Approach 

Dataests Number of 

Features 

Present 

Average 

Number of 

features 

obtained 

Classification 

Accuracy  

(in %) 

Wine 14 6 98.645 

Ionosphere 34 14 93.039 

Sonar 60 18 78.846 

WDBC 32 12 99.381 

Zoo 17 6 99.634 

Glass 10 5 94.244 

Results obtained using proposed approach is compared with 

the results obtained using existing approach as shown in the 

Table 3. 

Table 3. Comparison of Existing and Proposed Approach 

Datasets Proposed Approach Existing Approach 

Average 

Number 

of 

features 

Obtained 

Classifi

cation 

Accurac

y (in %) 

Averag

e 

Numbe

r of 

features 

Obtaine

d 

Classificati

on 

Accuracy 

(in %) 

Wine 7 98.645 7 95.830 

Ionosphere 14 93.039 16 85.533 

Sonar 18 78.846 19 71.042 

WDBC 12 99.381 12 97.200 

Zoo 6 99.634 8 95.327 

Glass 5 94.244 6 92.051 

Comparative results shows that the proposed approach 

performs better than the existing approach in average number 

of features obtained and classification accuracy for all the 

datasets taken. The existing approach gives less classification 

accuracy, as it starts giving constant results in early 

generations (premature convergence) which keeps it away 

from exploring good results. Whereas due to the use of new 

flipping operator in proposed approach, the results obtained in 

each generation are improved. This is because search space is 

explored efficiently by flipping operator. The modification in 

the approach makes it more efficient in searching which gives 

better results than the existing approach in terms of 

classification accuracy.   

Comparison between proposed approach and existing 

approach as shown in Table 3 is represented graphically in 

Figure 2. Horizontal axis presents the six bench mark datasets 

used in this project and vertical axis presents the classification 

accuracy (in percentage). 

 

As compared to the existing approach, 2.815\% improvement 

in classification accuracy is obtained for Wine dataset; 

7.506\% improvement in classification accuracy is obtained 

for Ionosphere dataset; 7.804\%, 2.181\%, 4.327\%, and 

2.193\% improvement in classification accuracy is obtained 

for Sonar, WDBC, Zoo and Glass datasets respectively. The 

overall accuracy of the classification system is improved for 

all the datasets. 

6. CONCLUSION 
In this paper, a modified Particle Swarm Optimization 

approach is proposed to perform feature selection in order to 

improve classification accuracy. The standard Particle Swarm 

Optimization suffers from the problem of premature 

convergence and hence unable to explore good results at some 

point of time. For this a new flipping operator is introduced. 

This operator is applied to the particles having low fitness 

value. Particle Swarm Optimization is used as a search 
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technique. The flipping operator introduced, helps in 

exploring the search space efficiently and improves the 

performance of classification. For evaluating classification 

accuracy of the obtained feature subset, Support Vector 

Machine based fitness function is used. Results obtained for 

the datasets taken are compared with existing approach and 

satisfactory improvements are observed. An overall 

improvement of 2% to 8% has been observed for datasets 

taken. 
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