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ABSTRACT 

Emotional states of individuals, also known as moods, are 

central to the expression of thoughts, ideas and opinions, and 

in turn impact attitudes and behavior. Social media tools like 

twitter is increasingly used by individuals to broadcast their 

day-to-day happenings or to report on an external event of 

interest, understanding the rich „landscape‟ of moods will help 

us better to interpret millions of individuals. This paper 

describes a Rule Based approach, which detects the emotion 

or mood of the tweet and classifies the twitter message under 

appropriate emotional category. The accuracy with the system 

is 85%. With the proposed system it is possible to understand 

the deeper levels of emotions i.e., finer grained instead of 

sentiment i.e., coarse grained. Sentiment says whether the 

tweet is positive or negative but the proposed system gives the 

deeper information of tweet which has adverse uses in the 

field of Psychology, Intelligence Bureau, Social and 

Economic trends. 

General Terms 

Artificial Intelligence, Knowledge Base, Seed List, Twitter 

Data. 

Keywords 

Mood Detection, Emotion, Natural Language Processing, 
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1. INTRODUCTION 

Microblogging is an increasingly popular form of 

communication on the web. It allows users to broadcast brief 

text updates to the public or to a selected group of contacts. 
The development of social network platforms has given 

people a new way to generate and consume a great deal of 

information on the web. A large number of social network 

platforms such as Twitter, Google+, and Facebook provide 

information for users. Among all Twitter is the most popular 

microblogging platform in the world. It is also the fastest 

growing social network platform and has a dominant position 

in the area of microblogging [1]. Compared with regular 

microblogging platforms, Twitter messages commonly 

referred to as tweets are much shorter. This feature makes 

Twitter easier for people to get the main point from the 

massive amount of information available online. Twitter users 

can follow whichever people and information source they 

prefer [2,3]. Twitter thus has become a powerful platform 

with many kinds of information from worldwide breaking 

news to purchasing products at home. Researchers also 

noticed that tweets often convey pertinent information about 

the user‟s emotional states [10]. Emotion analysis on Twitter 

has thus become an important research issue in the 

microblogging area. 

Despite the diversity of uses emerging from such a simple 

communication channel, it has been noted that tweets 

normally tend to fall in one of two different content camps: 

users that microblog about themselves and those that use 

microblogging primarily to share information [2]. In both 

cases, tweets can convey information about the mood state of 

their authors. Even when a user is not specifically 

microblogging about their personal emotive status, the 

message can reflect their mood. As such, tweets may be 

regarded as microscopic instantiations of mood. It follows that 

the collection of all tweets published over a given time period 

can unveil changes in the state of public mood at a larger 

scale. 

Emotion/Mood can be expressed in many ways that can be 

seen such as facial expression and gestures, speech and by 

written text. The written expression of emotion lacks gestures, 

tones, and facial expressions, and instead relies on creative 

use of words for communicating emotion. An increasing 

number of empirical analyses of sentiment and mood are 

based on textual collections of data generated on 

microblogging and social sites. Examples are mood surveys of 

communication on MySpace, and Twitter. Some of these 

analyses are focused on specific events, such as the study 

focused on microbloggers response to the death of Michael 

Jackson or a political election in Germany, while others 

analyze broader social and economic trends, such as the 

relationship between Twitter mood and both stock market 

fluctuations and consumer confidence and political opinion. 

The results generated via the analysis of such collective mood 

aggregators are compelling and indicate that accurate public 

mood indicators can be extracted from online materials. Using 

publicly available online data to perform emotion analyses 

significantly reduces the costs, efforts and time needed to 

administer large-scale public surveys and questionnaires. 

These data and results present great opportunities for 

psychologists and social scientists [4,5,6]. 

2. RELATED WORK 
There is much less work on emotion analysis in text compared 

with sentiment analysis. 

Some researchers have explored social media such as 

Twitter to investigate the potential use of social media to 

detect depressive disorders. Park [7] ran some studies to 

capture the depressive mood of users in Twitter. They studied 

69 individuals to understand how their depressive states are 

reflected in their personal updates. The analysis was 

conducted in three major steps: (1) surveying the users to 

identify their depression level, (2) collecting tweets of these 

users, and (3) comparing the depression levels of users with 
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their language usage in tweets. They found that social media 

contains useful signals for characterizing the depression in 

individuals. Their results showed that participants with 

depression exhibited increase in the usage of words related to 

negative emotions and anger in their tweets. 

Another work to diagnose depressive disorders in individuals 

done by Choudhury [8]. They measured behavioral attributes 

including social engagement, emotion, language and linguistic 

styles, ego network, and mentions of antidepressant 

medication. Then they leveraged these behavioral features to 

build a statistical classifier that estimates the risk of 

depression. Their models showed an accuracy of 70% in 

predicting depression. They have crowdsourced data from 

Twitter users who have been diagnosed with mental disorders.  

Another effort for emotion analysis on Twitter data 

accomplished by Bollen and his colleagues [2]. They tried to 

find a relationship between overall public mood and social, 

economic and other major events. They extracted six 

dimensions of mood (tension, depression, anger, vigor, 

fatigue, confusion) using an extended version of POMS 

(Profile of Mood States), a psychometric instrument. They 

found that social, political, cultural and economic events have 

a significant and immediate effect on the various dimensions 

of public mood. 

Recently, Golder studied how individual mood varies from 

hour-to-hour, day-to-day, and across seasons and cultures by 

measuring positive and negative effect in Twitter posts, using 

the lexicon LIWC [9]. Studies were included where a pooled 

relative measure of an adverse effect (odds ratio or risk ratio) 

from RCTs could be directly compared, using the ratio of 

odds ratios, with the pooled estimate for the same adverse 

effect arising from observational studies. Empirical evidence 

from this overview indicates that there is no difference on 

average in the risk estimate of adverse effects of an 

intervention derived from meta-analyses of RCTs and meta-

analyses of observational studies. This suggests that 

systematic reviews of adverse effects should not be restricted 

to specific study types. 

Some researchers applied lexical approach to identify 

emotions in text. For example Strapparava and Mihalcea [10] 

constructed a large lexicon annotated for six basic emotions: 

anger, disgust, fear, joy, sadness and surprise. In another 

work, Choudhury [11] identified a lexicon of more than 200 

moods frequent on Twitter. Inspired by the circumplex model, 

they measured the valence and arousal of each mood through 

mechanical turk and psychology literature sources. Then, they 

collected posts which have one of the moods in their mood 

lexicon in the form of a hash-tag at the end of a post. 

In [12], three independent annotators manually coded a 

sample of public tweets and found 9 representative categories 

including Information Sharing, Self Promotion, Opinions, 

Random Thoughts, Me Now, Questions to Others, Presence 

Maintenance, Anecdotes by Me, and Anecdotes by Others. 

Among them, Me Now (e.g., “tired and upset") and Random 

Thoughts (e.g., “I miss NY"), frequently displayed profile 

owner's emotions were the two most popular categories. In 

order to quantitatively measure depressive symptoms on 

network level, the authors conducted a longitudinal study on a 

person-to-person interconnected social network [13] . They 

assessed over 12,000 people repeatedly over 32 years to 

retrieve the results. These previous observations give ample 

ground for using OSN data in studying depressive signs and 

depression, with the ultimate goal of building a real-time 

healthcare system. 

3. PROPOSED SYSTEM 
In this paper we have proposed a knowledge Based approach 

for detecting the emotion or mood of the tweet. 

 

Fig. 1 Architecture of Emotion Detection System 

Figure 1 describes the architecture of the system which 

includes data collection, pre-processing, tagging, knowledge 

base preparation, knowledge validation and classification. 

3.1 Data Collection 

The data is obtained from Sentiment140 [14], containing 

10,48576 tweets. The dataset consists of six attributes the first 

is polarity, second is id, third is date, fourth is query, fifth is 

username and sixth is tweet. Considered only the tweet part 

that is the sixth attribute. In the dataset their purpose is to 

identify the sentiment, sentiment says whether the tweet is 

positive or negative but the proposed system purpose is not to 

identify the sentiment instead it identifies the finer level of 

emotion.   

3.2 Pre-processing 

Pre-processing is very important to get good results, if there is 

much noisy, unwanted and unreliable data, then discovering 

knowledge becomes more difficult. Pre-processing reduces 

the dimension by removing the unwanted data. This module 

includes three sub modules such as tokenization, noise 

elimination and text normalization. 

 

Fig. 2 Workflow of Pre-processing 
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3.2.1 Tokenization: Tokenizing using a particular 

delimiter string, using the split method with space as delimiter 

the text is made into tokens, as this method is more efficient.  

Example:  

Input: @criticalpath Such an awesome idea – the 

continual learning program with a Kindle 

http://bit.ly/1ZLfF I am happy 2 hmm sleep. 

Output: „@criticalpath‟,‟ Such‟,‟ an‟,‟ awesome‟,‟ 

idea‟,‟ –„,‟ the‟,‟ continual‟, „learning‟, „program‟,‟ 

with‟, ‟a‟, „Kindle‟,‟ 

http://bit.ly/1ZLfF‟,‟I‟,‟am‟,„happy‟,‟ 

2‟,‟hmm‟,‟sleep‟. 

3.2.2 Noise Elimination: Analyzing data that has not 

been carefully screened can produce misleading results. If 

there is much irrelevant and redundant information or noisy 

and unreliable data it reduces the performance. Removing 

such noisy data is preprocessing.  

1. Tweets often contain usernames which start with the 

@ symbol before the username (e.g. @Marilyn). All 

such words which starts with  @ symbol are 

removed using regular expression. 

2. Many tweets contain URL links. All the URL links 

are removed using regular expression.  

3. Some tweets may contain numeric [0-9], integers 

are removed using regular expression as the aim is 

to deal with text data. 

4. Tweets may contain special characters such as 

(*,/,.,> etc…) can be removed.  

Strip(): The method strip() returns a copy of the string in 

which all whitespace characters have to be stripped from the 

beginning and end of the string (default whitespace 

characters). 

3.2.3 Text Normalization 
Social media often contains shortcuts, such data is inefficient 

in further processing and leads to performance degradation, 

the necessary text should be normalized. 

1. The tweets are converted to lower case. 

2. The text should be standardized. 

Example:  

Input: „@criticalpath‟,‟ Such‟,‟ an‟,‟ awesome‟,‟ 

idea‟,‟ –„,‟ the‟,‟ continual‟, „learning‟, „program‟,‟ 

with‟,‟ a‟, „Kindle‟,‟ 

http://bit.ly/1ZLfF‟,‟I‟,‟am‟,„happy‟,‟ 

2‟,‟hmm‟,‟sleep‟ 

Output: „such‟,‟ an‟,‟ awesome‟,‟ idea‟,‟ the‟,‟ 

continual‟,‟ learning‟,‟ program‟,‟ with‟, „kindle‟, 

‟I‟, ‟am‟,‟ happy‟, ‟hmm‟, ‟sleep‟ 

3.3 Tagging 

Tagging is the process of assigning a tag for each token based 

on the context. Part-of-speech tagging is performed using 

Python‟s nltk tagger. POS tagging plays vital role in feature 

extraction process. 

Example: 

Input: „such‟,‟ an‟,‟ awesome‟,‟ idea‟,‟ the‟,‟ 

continual‟,‟ learning‟,‟ program‟,‟ with‟, „kindle‟, 

‟I‟, ‟am‟,‟ happy‟, ‟hmm‟, ‟sleep‟ 

Output: ('such', 'JJ'), ('an', 'DT'), ('awesome', 'JJ'), 

('idea', 'NN'), ('the', 'DT'),('continual', 'JJ'), 

('learning', 'NN'), ('program', 'NN'), ('with', 'IN'), 

('kindle', 'JJ'), ("I", 'PRP'), ('am', 'VBP') ,('happy', 

'JJ'), ('hmm', 'NN'), ('sleep', 'NN') 

3.4 Knowledge Base Preparation 

Here the knowledge base preparation is in terms of features. 

Features are very important in any text classification problem. 

Converting source documents into a representation that the 

task that is being addressed.  

3.4.1 Knowledge Extraction: 

Knowledge/Feature extraction is by using POS tagging. All 

tags are not the emotional words, to know the emotion 

carrying words we have referred the Russell's Circumplex 

Model of Affect [15].  

Circumplex Model: The circumplex model suggests that 

emotions are distributed in a two-dimensional circular space, 

containing pleasure (valence) and activation (arousal) 

dimensions. The activation dimension measures if one is 

likely to take an action in a mood state. The pleasure 

dimension measures how positive or negative a person feels. 

The vertical axis represents activation or arousal, and 

horizontal axis represents pleasure or valence. The center of 

the circle represents a neutral valence and a medium level of 

arousal. It consists of 28 affect words [15] shown in figure 3, 

considered these as core affect words. 

 

Fig .3 Circumplex Model of Affect by J. A. Russell 

Extended Words: Observed that the emotion carrying words 

are mainly nouns, adjectives, verbs, adverbs. Later extended 

the features/knowledge according to the dataset, here we have 

considered adjective phrases, noun phrases, few adverbs, and 

verbs along with core affect words. 

JJ - adjective  JJ-NN 

NN - noun  NN-NN 

RB - adverb  JJ-JJ 

VB - verb RB-JJ 
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Negation: The words with preceded by negated word can be 

called as negation features for example “not happy”, “cannot 

sleep”. The negation features have the ability to completely 

show the opposite side of a tweet. The negation features 

changes the semantic of the sentence, so these features are 

important. 

3.4.1.1 Feature Selection 

All the specified tags may not be useful. If every specified tag 

is considered the feature space increases dramatically, this 

results in curse of dimensionality as a result the number of 

tweets required increases exponentially. 

Curse of Dimensionality Reduction 

Consider more frequently occurred words in the dataset as 

features. As a result, feature space does no longer include all 

the words, but instead it only contains the frequently occurred 

emotion carrying words. This method reduces the size of 

feature space dramatically, without losing informative terms. 

 

Fig. 4 Workflow of Knowledge Base Preparation 

3.5 Knowledge Base Validation 

Knowledge base validation is by using defined dictionary 

which is created by using standard weighted lexicon version 

3.0 given by Princeton University [16].  

The lexicon consists of 6 fields, they are:  

 First field is word category – the categories 

considered in this dictionary are adjective, adverb, 

noun, verb 

 Second field is POSID – unique number 

 Third field is +ve Score – Positive Score given to 

word 

 Fourth field is -ve Score – Negative Score given to 

word 

 Fifth field is SynsetTerms – Similar words with 

sense number 

 Sixth field is Gloss – Glossary 

Existing lexicon is  converted to four column dictionary using 

pattern matching techniques. The dictionary's 4 columns are: 

1. First column:- Word 

2. Second column :- Category of word 

3. Third column:- Positive Score of word 

4. Fourth column:- Negative Score of word 

The features/knowledge base is checked against the dictionary 

for its score.  

Conditions: - The condition says that the feature with positive 

score may come under Happy-Active Class or Happy-Inactive 

Class and the feature with negative score may come under 

Unhappy-Active Class or Unhappy-Inactive Class.  

Condition 1:- The word with high positive score (0.5-1.0) will 

come under Happy-Active Class. 

Condition 2:- The word with less positive score  (0.1-0.5) will 

come under Happy-Inactive Class. 

Condition 3:- The word with less negative score(- 0.1 to -0.5) 

will come under Unhappy-Active Class. 

Condition 4:- The word with high negative score (- 0.5 to -

1.0) will come under Unhappy-Inactive Class. 

 

Fig.5 Workflow of Knowledge Validation 

Seedlist: - The extracted and validated features are stored on 

to a list called seedlist along with the category. 

3.6 Classification  
Rule based approach is used to classify the tweets under 

specified class categories with the help of knowledge base. 

The knowledge base applies certain rules to get a conclusion.    

The emotional words in the tweet will fall under some 

category, if more number of words in a tweet falls under any 

of the specified category then that class label is assigned for 

the tweet. The system consists of four different classes. They 

are: 

C1 – Happy-Active Class 

C2 – Happy-Inactive Class 

C3 – Unhappy-Active Class 

C4 – Unhappy-Inactive Class 
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 The happy-active class specifies more happy 

emotions like :„sohappy‟, „excited‟, enjoy', 'excited', 

'proud', 'amazing', 'delighted', 'wonderful etc. 

 The happy-inactive class specifies less happy 

emotions like: 

'calm','peace','quiet','silent','convinced','content','satis

fied','relaxing','resting' etc. 

 The unhappy-active class specifies less sad 

emotions like: 

'nervous','anxious','tennsion','afraid','fear','angry','fur

ious','bother','disturbed','mad' etc. 

 The unhappy-inactive specifies more sad emotions 

like: 'sad', 'miserable', „verysad‟, „sorrow‟, 

„disappointed‟ etc. 

4. EXPERIMENTS and  RESULTS 
The system consists of four classes of emotions namely (c1) 

Happy-Active, (c2) Happy-Inactive, (c3) Unhappy-Active, 

and (c4) Unhappy-Inactive.  

Table 1. Number of tweets with accuracy 

Approach Rule Based 

No. of tweets 1048576 

Overall Accuracy 85.1% 

The system classifies the complete 1 million records, it gives 

the accuracy over 85.1%. 

4.1 Cross-validation 

In the rule based system, classified the 1 million records, it 

gives the accuracy over 85%.  Validated  using non-

exhaustive cross-validation called k-fold cross validation with 

10-folds which are randomly taken.   

Table 2. Random Samples with Accuracy 

SAMPLES ACCURACY 

Fold 1 80% 

Fold 2 92.1% 

Fold 3 84% 

Fold 4 80% 

Fold 5 80% 

Fold 6 90% 

Fold 7 80.4% 

Fold 8 85% 

Fold 9 94.2% 

Fold 10 86.2% 

Total 85.1 

4.2 Evaluation Metrics 

The execution of the emotion detection system is appraised by 

implementing the system on test data. The Performance of 

emotion detection system is then evaluated based on 

Precision,  Recall and F-measure score obtained. 

4.2.1 Precision: Precision is also referred to as positive 

predictive value.  

Precision  =  TP/(TP+FP)  (Eq. 1) 

  

Where, TP and FP are the number of true positive and false 

positive predictions for the considered class  

4.2.2 Recall: Recall is commonly referred to as sensitivity, 

corresponds to the true positive rate of the considered class. 

Recall  =  TP/(TP+FN)  (Eq. 2) 

Table 3. Precision and Recall 

Category Precision Recall 

C1 0.66 0.80 

C2 0.79 0.92 

C3 0.90 0.80 

C4 0.94 0.90 

The above table gives the precision and recall of each class. 

 

Fig.6 Precision and Recall 

4.2.3 F-Measure:  

The F-score is a measure of test‟s accuracy. 

F1= 2.
precision .recall
precision+recall

 (Eq. 3) 

Table 4. F-measure  

Category F-measure 

C1 0.72 

C2 0.85 

C3 0.85 

C4 0.92 

The above table gives the F-measure. 
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Fig. 7 F-measure 

5. CONCLUSION AND FUTURE WORK 
The proposed approach enables us to classify large amounts 

of short texts messages into four classes of emotion. 

Classifying short texts according to finer-grained classes of 

emotions provides rich and informative data about the 

emotional states of individuals. This system can be used by 

health care professionals for early detection of the 

psychological disorders such as anxiety or depression. This 

system can also be useful in educational institutions and also 

in intelligence bureau. In this system we have considered only 

the text part and emoticons are ignored, emoticons also play 

major role in the detection of emotion, in near future hope to 

include emoticons along with text The system focused only on 

English sentences, but Twitter has many international users. It 

should be possible to use this system to classify emotions in 

other languages.  
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