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ABSTRACT
The concept of Bloom’s taxonomy cognitive domain has been broadly used as a guideline in preparing a reasonable examination paper that consists of questions belonging to various cognitive levels which are helpful in evaluating different capabilities of students. Currently, academicians identify Bloom’s taxonomy cognitive level manually, but that is a tedious and a time-consuming task. Therefore, the use of automatic classification technique based on Bloom’s taxonomy cognitive levels is highly needed. Several studies have been carried out to fulfill this task, but most of these studies have failed to address the overlapping keyword problem among Bloom’s taxonomy cognitive levels, and most of these studies have not considered the semantic structure of the examination questions. To overcome these problems, this study proposes a question classification model using an ensemble classifier approach by combining four different classifiers; namely rule based, support vector machine, k-nearest neighbor and Naive Bayes. The results of four different classifiers are integrated to derive the final corresponding Bloom’s taxonomy cognitive level, using majority voting and WordNet similarity values. WordNet similarity is used to explore the semantic structure of the examination questions. A sample of first year programming examination questions of University of Colombo School of Computing was used for the evaluation. Four domain experts confirmed identified Bloom’s taxonomy cognitive levels of the questions in the dataset. The experimental results indicate that the proposed ensemble classifier approach yields much better accuracy than the accuracy of the individual classifiers.

1. INTRODUCTION
Knowledge, as an outcome of education, is no longer sufficient for fulfilling the requirements of the global information economy. Further, researchers have recently found that people who think critically and creatively are essential to the growth of any society in several aspects including economic, cultural, political, and psychological. As a result, most educational organizations globally, have given more attention to developing the higher order thinking level skills of students and improving their learning achievements. Written examinations are one of the most famous and well-known methods for measuring student learning achievement and most educational organizations around the world use this technique to evaluate the achievement of the learning outcomes by their students. As such, the examination questions in written examination papers, play a significant role in order to evaluate student knowledge and understanding of the particular subject. Hence, it is highly essential to prepare examination questions that assess different cognitive levels of students to develop both lower order and higher order thinking levels of students. However, creating such questions is very challenging for teachers and lecturers. In recent years, several educationists have developed different taxonomies which are a help to assess the different cognitive levels in examination questions. Among them, Bloom’s taxonomy cognitive domain has become a common reference in producing examination questions.

There are three domains in the Bloom’s taxonomy, namely; cognitive, affective and psychomotor. Bloom’s taxonomy cognitive domain is more popular than other educational taxonomies due to its simple and well-structured levels and the fact that it can also be applied to a wide range of subjects. Bloom’s taxonomy cognitive domain has six levels as knowledge, comprehension, application, analysis, synthesis and evaluation. The first three levels are considered lower order cognitive levels while the remaining are considered higher order cognitive levels. In 2001, Lorin Anderson and a group of educational specialists updated the original Bloom’s taxonomy and this revised taxonomy is known as the revised Bloom’s taxonomy. In revised Bloom’s taxonomy,
In order to prepare balanced examination papers which means it includes both higher order and lower order cognitive levels questions and that cover defined learning objectives, lecturers need to identify, which questions belong to higher order cognitive levels and which questions belong to lower order cognitive levels. However, classifying examination questions to each Bloom’s taxonomy cognitive levels manually by taking each examination question one by one is a difficult task as an examination questions may belong to more than one level of Bloom’s taxonomy cognitive domain and which questions belong to lower order cognitive levels. Therefore, classifying examination questions to each Bloom’s taxonomy cognitive levels manually gives rise to the need to utilize automatic classification techniques.

Several studies have been carried out to fulfill this task, however, most of these studies use a single classifier such as rule based approaches, Support Vector Machines (SVM), Naïve Bayes (NB), k-Nearest Neighbor (KNN), artificial neural networks, statistical methods, etc but the problem is such a single classifier method cannot overcome the inherent drawbacks in each individual classifier. Statistical techniques (TF-IDF, C-Value, and N-gram) are not very suitable for question classification because these techniques require a large amount of data to obtain acceptable accuracy. However, it is difficult to gather a large examination question dataset because these studies are often restricted to a specific subject domain. On the other-hand rule based approaches are tedious and time-consuming. With respect to portability and robustness, rule based systems have very low performance compared to other techniques. Over the recent years, in an effort to overcome some of these difficulties, machine learning approaches have been formulated but these techniques also require a large amount of data for high accuracy and sometime, these techniques are memory intensive and hard to interpret.

Further, most of these studies have not considered the semantic structure of examination questions instead, have simply considered mapping keywords listed under each level of Bloom’s taxonomy cognitive domain. Also, most of these studies fail to address the issue of overlapping keywords in Bloom’s taxonomy cognitive levels. All the above reasons cause reduction of accuracy of the classification of previous studies. Further, recent researchers in the text classification field claim that the use of classifier combinations known as ensemble classifier approach, will improve classification results by bringing the advantages of each classifier and overcome their problems. These are the facts that provide the motivation for this study.

Therefore, this study attempts to apply a classifier ensemble approach for the classification based on the hypothesis that classifier ensembles are based on the reasoning that strengths and weaknesses of various classifiers can compensate each other. It is expected that this approach can solve the issue of the overlapping keyword problem of the Bloom’s taxonomy cognitive levels and also increase the performance of classification since an instance which is misclassified by one classifier may be classified correctly by another classifier, thus pushing up the combined classification performance at the same time solving the overlapping keyword problem. Combining diverse classifiers is an essential characteristic for a successful classification. Also in the combination phase, this study considers the semantic similarity of words and it also solves the problem of not considering the semantic similarity of examination questions, which was drawback found in past research studies.

2. RELATED WORKS

The task of the question classification is assigning a correct class label, depending on classification strategy, to a given question written in natural language. There were three main classification approaches identified such as rule based, supervised learning and classifier combination approaches for classifying examination questions into Bloom’s taxonomy cognitive levels.

Rule based approaches try to match the questions with some manually handcrafted rules. These approaches, however, suffer from the need to define too many rules. Furthermore, while rule-based approaches may perform well on a particular dataset, they may have quite a poor performance on a new dataset and consequently it is difficult to scale them. There were several studies carried out to classify examination questions into Bloom’s taxonomy cognitive levels using rule based approach.

Syahidah Sufi Haris et al proposed a rule based classification model to classify examination questions of computer programming subject. After applying NLP preprocessing techniques, they extracted POS tag patterns for each cognitive level and define those patterns as rules for each Bloom’s taxonomy cognitive level. Syahidah Sufi Haris et al enhanced above mention study with n-gram statistical approach. If questions are not matched with defined rules, they are passed to n-gram model. Indika Perera et al proposed a method to classify examination questions into Bloom’s cognitive levels using rule based approach. Rules are generated by extracting POS tagging patterns for each level
and comparison was done by using cosine similarity technique. And also, they used WordNet similarity scores to enhance the classification accuracy by considering the semantic structure of the questions. Wen Chih Chang et al [5] proposed a method to classify examination questions into Bloom’s taxonomy cognitive levels by extracting verbs form examination questions and match them with predefined Bloom’s taxonomy cognitive levels keywords. For conflicting keywords with multiple levels, they introduced a weighting technique for each keyword.

Most of the recent studies works on question classification are based on a supervised learning method. Supervised learning approaches learn a classifier from a given training set consisting of labeled questions. Anbuselvan Sangodiah et al [12] proposed a method to classify question into Bloom’s taxonomy cognitive levels using SVM. In his study, he addressed the keyword overlapping problem and he proposed, using powerful feature extraction techniques can solve this issue. Anwar Ali Yahya et al [14] proposed a method to classify examination questions into Bloom’s cognitive levels using SVM. They used linear kernel function and SVM-Light software package in their study. Addin Osman et al [3] conducted a case study that compares different machine learning methods such as NB, SVM, logistic regression and decision tree to classify examination questions into Bloom’s cognitive levels. Results suggested that SVM and logistic regression models show better accuracy than NB and decision trees. Norzah Yusof et al [15] proposed an Artificial Neural Network (ANN) model with scaled conjugate gradient learning algorithm to classify examination questions into Bloom’s cognitive levels. In his study, he addressed the keyword overlap- ping problem. They extracted verbs from examination questions and it used for testing the accuracy of classifiers. Dhuha Abdulhadi et al [2] proposed a method to classify question into Bloom’s taxonomy cognitive level for given input examination question. They used WordNet similarity values and then outputs the corresponding Bloom’s taxonomy cognitive level using SVM. In his study, he addressed the keyword overlap- ping problem.

The combination of two or more classifiers has been used in many fields to improve classification results. Dhuha Abdulhadi Abduljabbar et al [2] proposed a method to classify examination questions into Bloom’s taxonomy cognitive levels using the combination of three machine learning classifiers such as SVM, NB and KNN using majority voting algorithm. They used different feature extraction methods such as chi-square, mutual information, and odd ratio. Ali Danesh et al [6] proposed a method for text classification using three classifier combinations such as NB, KNN and Rocchio. Julio Villena Roman et al [13] proposed a method to categorize texts by integrating machine learning and rule based classifiers. They selected KNN as machine learning classifier because of its simplicity. They used machine learning classifier as based classifier and used rule based classifier to enhance the results.

3. DESIGN AND METHODOLOGY

The design contains four main modules named preprocessing module, feature extraction module, classification module and combination module. One of the major contributions of this research is the method used to get the final classification output from four base classifiers outputs by considering WordNet similarity values. Fig. 2 illustrates the overall design architecture of this study including all the main modules and their sub-processes.

The first component of the question classification system is preprocessing module. In order to prepare the ill-formatted input data for the further process, each question has to be normalized using simple preprocessing techniques mentioned. Decomposing natural language questions into features is a focal task of any question classification system, and this is defined as the second module of the system named as feature extraction module. This module is responsible for the extracting set of features from preprocessed question. Feature extraction is achieved by two subroutines, part of speech based feature extraction for rule based classification and word vector based feature extraction for machine learning classifications. The third component of this system is combination module which combines results of four base classifiers using the maximum voting algorithm with WordNet similarity values and then outputs the corresponding Bloom’s taxonomy cognitive level for given input examination question.

Implementation of the rule based approach was inspired by the research of Indika Perera et al [4]. Python 3.4 is used as the programming language for the implementation of this phase. Implementation of the machine learning approach was inspired by the research of Dhuha Abdulhadi et al [2]. The tool used for machine learning classification is Weka machine learning software.

4. EVALUATION AND RESULTS

4.1 Reference Data Set

For the evaluation process, this study has selected a dataset which contains first year programming examination questions of University of Colombo School of Computing. This dataset contains hundred programming examination questions and divide this dataset into two parts namely training set and testing set. The training set consists with sixty examination questions and it used for training the classifiers and builds models. Testing set consist of forty examination questions and it used for testing the accuracy of classifiers.
4.2 Evaluation Metrics

For the evaluation, this study has used few measures namely, Precision, Recall, F-measure and accuracy for understanding and measuring relevance and the correctness of the examination question classification into Bloom’s Taxonomy cognitive levels. Recall measures the completeness of the quality of the results. Precision reflects the exactness of the quality of the results. F-measure is the harmonic mean of the precision and recall of a test and is used to measure the accuracy.

4.3 Experiments

Evaluation of this study was performed on the dataset described in above section. All the experiments of this study can be categorized as three ways,

(1) Experiment I - Individual Classifier Experiment:
   Analyze individual classifier results (Rule Based, SVM, KNN, NB).

(2) Experiment II - Ensemble Machine Learning Classifier Experiment:
   Analyze ensemble machine learning classifier results (SVM, KNN, NB).

(3) Experiment III - Ensemble Rule Based and Machine Learning Classifier Experiment:
   Analyze ensemble classifier results (Rule Based + SVM + KNN + NB).

4.3.1 Experiment I - Individual Classifier Experiment.

In this section, this study performed four experiments for each four different classifiers and obtained the results.

4.3.1.1 Rule Based Classifier.

Table 1 represents evaluation metrics of rule based classifier for each Bloom’s Taxonomy cognitive levels. And here this study observed that evaluate and create classes are successfully classified by this classifier, but for other remaining classes it showed poor results. The overall accuracy of the rule based classifier is 60%.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>1</td>
<td>0.5</td>
<td>0.29</td>
<td>0.45</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.71</td>
<td>0</td>
<td>0.2</td>
<td>0.4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.83</td>
<td>0.29</td>
<td>0.34</td>
<td>0.62</td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>

4.3.1.2 Support Vector Machine.

Table 2 represents evaluation metrics of support vector machine for each Bloom’s Taxonomy cognitive levels. And here this study observed this classifier successfully classifies all the cognitive levels with much accuracy and remember level is classified as 100%. The overall accuracy of SVM classifier is 72%.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>1</td>
<td>0.5</td>
<td>0.4</td>
<td>1</td>
<td>0.66</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>0.43</td>
<td>0.8</td>
<td>0.4</td>
<td>0.8</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>0.46</td>
<td>0.53</td>
<td>0.57</td>
<td>0.72</td>
<td>0.89</td>
<td></td>
</tr>
</tbody>
</table>

4.3.1.3 Naive Bayes Classifier.

Table 3 represents evaluation metrics of naive Bayes classifier for each Bloom’s Taxonomy cognitive levels. And here this study observed this classifier successfully classifies all the cognitive levels with much accuracy and remember level is classified as 100%. The overall accuracy of NB classifier is 70%.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>1</td>
<td>0.5</td>
<td>0.33</td>
<td>1</td>
<td>0.66</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>0.43</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>0.46</td>
<td>0.42</td>
<td>0.57</td>
<td>0.72</td>
<td>0.89</td>
<td></td>
</tr>
</tbody>
</table>

4.3.1.4 K-nearest Neighbor Classifier.

Table 4 represents evaluation metrics of k-nearest neighbor classifier for each Bloom’s Taxonomy cognitive levels. And here this study observed this classifier successfully classifies all the cognitive levels with much accuracy and remember level is classified as 100%. The overall accuracy of KNN classifier is 72%.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>1</td>
<td>0.5</td>
<td>0.6</td>
<td>1</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>1</td>
<td>0.66</td>
<td>0.57</td>
<td>0.8</td>
<td>0.70</td>
<td></td>
</tr>
</tbody>
</table>

4.3.2 Experiment II - Ensemble Machine Learning Classifier Experiment.

In this section performed an experiment for combining the results of three machine learning classifiers with majority voting and WordNet similarity algorithm. This experiment was done primarily to compare the results which were done by previous study [2].

Table 5 represents evaluation metrics of ensemble machine learning classifier for each Bloom’s Taxonomy cognitive levels. And here this study observed this classifier successfully classifies all the cognitive levels with much accuracy and remember level is classified as 87%. The overall accuracy of ensemble machine learning classifier is 75%.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.77</td>
<td>0.5</td>
<td>0.6</td>
<td>1</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>Recall</td>
<td>0.71</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>0.87</td>
<td>0.58</td>
<td>0.5</td>
<td>0.57</td>
<td>0.8</td>
<td>0.66</td>
</tr>
</tbody>
</table>

4.3.3 Experiment III - Ensemble Rule Based and Machine Learning Classifier Experiment.

In this section performed an experiment for combining the results of four classifiers with majority voting and considering WordNet similarity values. This is the real approach proposed in this study. Table 6 represents evaluation metrics of ensemble classifier for each Bloom’s Taxonomy cognitive levels. And here this study observed this classifier successfully classifies all the cognitive levels.
with much accuracy and remember level is classified as 100%. The overall accuracy of ensemble classifier is 82%.

Table 6. Evaluation metrics for ensemble classifier

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>1</td>
<td>0.6</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>0.92</td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
<td>0.86</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>F-measure</td>
<td>1</td>
<td>0.71</td>
<td>0.6</td>
<td>0.57</td>
<td>0.88</td>
<td>0.95</td>
</tr>
</tbody>
</table>

4.4 Overall Results Analysis

According to above results, this study observed the proposed ensemble approach had achieved a considerable value about precision. This means, the exactness of the proposed approach. A higher precision means, less false positives, in other words, the proposed approach has been able to identify the features correctly which has resulted in reducing the classified target features of the examination questions into incorrect cognitive levels.

And also, the proposed ensemble approach has achieved a considerable value about recall. Recall measures the completeness or sensitivity of the classifier. Table 7 shows F-measure values obtained for each of the experiments. Using this table this study observed that for the ensemble classifier approach all the f-measure values are maximized for each Bloom’s Taxonomy cognitive level.

Table 7. F-measure values for each experiment

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Rule Based</th>
<th>SVM</th>
<th>KNN</th>
<th>NB</th>
<th>Com. M.L</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Measure</td>
<td>0.83</td>
<td>0.5</td>
<td>0.6</td>
<td>0.87</td>
<td>0.71</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Fig. 3 shows F-measure results as a histogram for all experiments conducted in this study.

5. CONCLUSION AND FUTURE WORKS

This study is aimed to develop an automated technique for classify examination questions into Bloom’s taxonomy cognitive levels. So, this study proposed a method to ensemble the four different classifiers such as rule based, support vector machines, Naive Bayes and k-nearest neighbor to obtain higher accuracy for the classification. This paper has explained all the different stages of development, starting with the construction of the dataset, designing and implementing proposed methodology and evaluation of the study. In order to combine the four different classifier results, this study used majority voting technique with WordNet similarity values to eliminate ambiguous Bloom’s Taxonomy cognitive levels. Various tools and techniques have been used for extracting features from examination questions.

And also all of the above-mentioned experiments proved that the hypothesis used in this study which is classifier ensembles are based on the reasoning that strengths and weaknesses of various classifiers can compensate each others correct. Because the overall accuracy value for the ensemble classifier is greater than the accuracy value of each single classifier. And also it is greater than the accuracy value of ensemble machine learning classifier.

So according to all above results can conclude that the proposed ensemble classifier approach of this study is more accurately classify examination questions into Bloom’s Taxonomy cognitive levels than individual classifiers and ensemble machine learning classifier.
in this study.

In the evaluation phase, this study observed the used hypothesis for this study is true because for the ensemble classifier approach this study derived overall 82% accuracy and it is greater than the accuracy values of individual classifier and ensemble machine learning classifier. Since the results basically depend on the dataset chosen in this study, if can add more data to the dataset, this study hope to gain more accuracy for the classification.

The current approach is capable of examination question classification in programming subject domain. Making this study compatible with subject domains other than programming, it needs to add more examination questions to the dataset. A possible future implementation is to identify and extract features in images and paragraphs which are not considered in this study and use those examination questions also for the classification.

The next stage of this study will focus on experimenting with a large size of the dataset in order to obtain more conclusive results. And also, using different feature extraction methods for extracting features from examination questions are also encouraged.
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