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ABSTRACT 

In advanced computing the Wireless Sensor Networks 

becomes the need of hour. The resources which are used in 

Wireless sensor Networks are limited in numbers. Resources 

are required to be allocated wisely to perform the numerous 

tasks in which job scheduling is always considered to be a key 

feature. Wireless sensor network has many sensor nodes as 

which are considered to be main components. Sensor node has 

limited energy and storage capabilities. So energy 

consumption in this field during scheduling is a biggest issue. 

This issue is carried out by many researchers and legion of 

algorithms are devised for achieving energy efficiency during 

scheduling of resources in wireless sensor networks. In this 

paper we have focused both the moving and stationery nodes 

for our study. Moving nodes are considered to be more prone 

to energy loss as compared to static nodes. This paper aims to 

study various techniques used to perform scheduling among 

such nodes to minimize energy consumption. 
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1. INTRODUCTION 
Wireless sensor network is commonly used to monitor 

physical environment by deploying sensor nodes or for the 

purpose of monitoring other nodes also known as localization.  

WSN has vast applications but limited only in terms of energy 

consumption. Sensor nodes deployed within WSN has limited 

energy associated with it. Sensor nodes are deployed in order 

to collect information from area of concern. The collected 

information is passed to processing nodes. Hence sensor 

nodes collect the information, process it and communicate it 

further. There are four basic components associated with 

sensor nodes. 

 Sensing unit 

 Transceiver 

 Processing unit 

 Power unit 

Sensing unit is used in order to collect the information in 

analog format. Analog to digital converters are employed to 

convert data fetched from analog to digital form. 

Microcontrollers are part of processing unit. The main task of 

transceiver is to transfer the data to other nodes. Transceiver 

joins the sensor nodes with the network.  Power unit contains 

the battery required to operate all other modules of the 

node[1].  

 

Fig 1: Components of sensor node [2] 

The consumed energy in WSN has to be minimized for 

optimal performance of network. For accomplishing energy 

efficiency, algorithms related to scheduling are devised by 

researchers.   

This paper deals with various algorithms working towards 

energy efficiency during scheduling in WSN. Rest of the 

paper is organised as under: Section II describes the general 

consideration in WSN, Section III describes scheduling  

schemes used in WSN, Section IV describes comparison of 

scheduling algorithms in various papers where as last section 

describes conclusions.   

2. GENERAL CONSIDERATIONS IN      

WSN 
Wireless sensor nodes are deployed in many areas such as 

environmental monitoring, land monitoring, air pollution 

monitoring etc. The critical factors which must be considered 

while using WSN in the above listed fields are described as 

under 

 There is a power consumption constraint for nodes 

[3].  

 Fault tolerance mechanism deployment in case of 

node failure[4]. 

 Nodes can move around within the network. So 

mobility is critical factor in determining energy 

consumption[5]. 

 Nodes are of different kinds or heterogeneous in 

nature[6]. 

 WSN design should able to withstand harsh 

environmental conditions[7]. 
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All the above listed considerations are critical in success of 

the WSN in terms of operations which it required to perform. 

3. SCHEDULING SCHEMES 
Legion of research is carried out to devise algorithms which 

can be used in order to provide energy efficient scheduling in 

WSN. Sensor nodes have limited energy associated with it. 

Hence energy consumption has to be minimized. This section 

provides description of such algorithms. 

Scheduling in multi-cluster environment is critical area of 

research. Legion of scheduling algorithms are playing a part 

to schedule resources in multi cluster environment. Task can 

arrive from geographically large area and this present a 

challenge that which task must be given a resource at first 

place. In multi cluster environment Computer, data, and other 

resources are shared[8]. The service provider and consumers 

must agree upon what to be shared within given environment. 

The global nature of resource sharing is unique facility 

provided within multi cluster environment. The resource may 

be present within different administrative domain and 

demanded by node belonging to some other domain[9]. 

Scheduling henceforth becomes important for optimal and 

deadlock free system. 

Sleep scheduling algorithm is efficient mechanism to manage 

energy in wireless sensor network. In this approach nodes 

within the network are allowed to sleep using sleep algorithm 

while some of the nodes are active. It means all the nodes are 

not active all the times hence energy consumption is reduced 

considerably[10]. 

Scheduling is the process of assigning resources to jobs based 

on objective functions defined. Type of scheduling depends 

upon the objective function associated with the resource. 

Scheduling resources has following phases associated with it 

 Resource Discovery 

 Resource Filtering 

 Resource Selection 

 Resource Scheduling Policy 

Before allocation within multi cluster environment, resources 

must be discovered. Resource may or may not be available[8]. 

Hence this phase becomes critical for monitoring of resource 

within the system[11]. The available resources must be 

checked to determine whether they satisfy the requirements or 

not. Hence filtering is compulsory.  Resource selection out of 

available resources is next phase. This phase is critical since 

out of available resources of same type resource with optimal 

condition is selected for allocation. This is required so that job 

can be completed well within time. Healthier resource 

selection is the target of this phase. Scheduling policy decides 

the resource allocation is primitive or not. Resource allocation 

is said to be primitive if once allocation resource can be 

prompted from task even if it is not yet fully completed.   

In this job scheduling algorithm job is distributed to the 

processor within the system on the first come first serve basis. 

This algorithm may or may not yield optimal solutions. 

[12]The allocated processor release the job when the job burst 

time finishes. This algorithm is strictly non primitive in 

nature. It is hence rarely utilized in the parallel environment.  

In this scheduling time is shared among multiple jobs. The 

time sharing system utilizes time quantum. The processor is 

switched among the processors based on time quantum. The 

process continues until all the jobs finish execution. The time 

sharing system involves states such as waiting, active and 

ready.  The time scheduling on parallel system can be 

implemented using local scheduling. The processing node has 

processors associated with them. Threads ready to be 

executed are placed within first come first serve buffer.[13] 

When the processor is available thread is fetched from the 

queue and executed. The rime sharing environment generally 

adopt pipeline concept for executing instructions concurrently 

within uniprocessor systems. 

This algorithm is considered one of the best algorithms in 

order to schedule the resources and allocate jobs to the 

processors. The characteristics of ants are followed in this 

case. The ants communicate with each other and let the 

information spread to detect optimal path. The base of parallel 

ant colony is implemented using parallel construction phase. 

In parallel ant colony algorithm multiple colonies are built 

simultaneously. The output of all the colonies is compared 

with each other. The output generated by colonies is checked 

for optimality. [13] 

The only problem with the ACO is the convergence of ant 

colony algorithm is slow. The distance covered using this 

algorithm is short. In order to resolve the problem honey bee 

algorithm can be utilized. 

This algorithm utilizes better features of Ant Colonies 

algorithm along with high distance capabilities. The Honey 

bee algorithm utilizes optimal path finding along with 

distance coverage. It utilizes the foraging system associated 

with honey bees to find the path out of available alternatives. 

This algorithm converges much faster as compared to existing 

ant colony algorithm.[14] 

The genetic algorithm has phases associated with it. The 

algorithm continues until optimal result is obtained. The 

phases associated with genetic algorithms are initialization, 

mutation crossover etc. The genetic algorithm goes through 

the generations and in case of complex problems consumes 

large amount of time. so for smaller problems genetic 

algorithm is not preferred. The genetic algorithm terminates 

when solution reaches satisfactory level. The prescribed 

tolerance hence plays critical part in terminating genetic 

algorithm. [15]–[17] 

The approach using ant colony and honey bee algorithm can 

be used in order to enhance job scheduling performance. The 

ant colony algorithm utilizes to select path which is optimal in 

nature. The ant colony algorithm however is distance 

dependent. In order to resolve the problem honey bee 

algorithm is utilized. Honey bee may not always give optimal 

path but speed is enhanced considerable. The honey bee 

algorithm is not distance dependent. Parallel ant colony 

algorithm is need of the hour in which multiple process can be 

executed at the same time [13], [14], [18]. 

Another scheduling mechanism is node scheduling 

mechanism. Node has to examine off duty rules in this 

approach. This is done during self scheduling stage. In this 

approach node examine whether the its sensing region lie 

within the sensing region of its neighbour or not. If sensing 

region lies in the sensing region of its neighbour then it turn 

off its sensing. Hence energy is conserved[19]. 

In centralized and node disjoint heuristic sensing radius is 

analysed. The nodes have certain radius associated with it. 

Node examine radius and if region lies within the range then 

node perform sensing operation. The smallest distance 

approach is also utilized in this case. The distance of 

neighbour sensing node is considered in this case. The sensor 

nodes if are closer than they are allowed to sense the network. 

Energy is conserved since longest or far sensor nodes are 
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switched off and closer nodes are allowed to sense the 

network[20]. 

TDMA scheduling algorithm uses time slots and allocate it to 

particular sensor node. The sensor node transfers the data on 

the basis of slots. The sensor nodes wait for its turn to arrive. 

As sensor node turn arrives it broadcast its operation. During 

the idle period sensor node can be switched off. Hence energy 

conservation mechanism is present[21]. 

The hybrid approach by combining optimal features of 

various scheduling approach can enhance energy efficiency. 

Next section presents comparison of various scheduling 

algorithms. 

General consideration in scheduling algorithms is described 

through following comparison table 

Table 1: General attribute comparison of scheduling 

approach 

Technique Parameters of 

Scheduling 

Facts 

discovered 

Methodology 

First Come 

First Serve[9] 

Time Of 

Submission, 

Processing 

Time, Finish 

Time 

Utilization 

of resources 

is low 

MATLAB, 

NS2,CTC SP2 

Backfilling 

Algorithm[22] 

Job Burst Time Shortest job 

move ahead 

of other 

jobs 

Simulation is 

event based 

Conservative 

Backfilling 

Algorithm[23] 

Arrival Time, 

Processing 

Time, Finish 

Time 

Resource 

utilization 

is improved 

Simulation is 

event based 

Gang 

Scheduling[24],[

25] 

Average Time 

Intervals Are 

Considered 

Improved 

average 

waiting and 

turnaround 

time 

Simulation is 

discrete in 

nature 

Genetic 

Algorithm[15], 

[26]–[28] 

Chromosomes Best for 

large and 

complex 

problems 

MATLAB, 

PYTHON 

Ant Colony[13], 

[29] 

Burst Time, 

Number Of 

Jobs, Distance 

Best for 

optimal 

path search, 

low 

distance 

handling 

MATLAB 

Honey Bee[30], 

[31] 

Burst Time, 

Number Of 

Jobs, Distance 

Best for 

high 

distances 

MATLAB 

AMBF[32] Front And 

Back End 

Virtual 

Machines 

Required 

keeping 

track of 

backfilling 

jobs 

Trace driven 

simulation 

Paired Gang Burst Time, Improve Implemented in 

Scheduling[33] Number Of 

Jobs 

utilization 

of resources 

cluster based 

environment 

Buddy 

Allocation 

Mechanism[32] 

Jobs Are 

Partitioned  

Improve 

utilization 

of resources 

CLOUDSIM 

 

4. LITERATURE SURVEY 
 (Zhou et.al 2015) [34] Proposed the technique of dividing the 

network into grids cells which are of equal size and shape. 

Using algorithm that is based on k-dimensional tree algorithm 

grid cells are assigned to clusters such that while collecting 

data the energy consumed by each cluster is same. Further 

data is collected from the cluster heads by a mobile sink 

which is routed through the network using Travelling 

salesman problem. The clusters are adjusted by allocating or 

deal locating the grid cells contained in a cluster for balancing 

energy consumed by the for sink movement. By balancing 

energy consumed in data gathering and sink mobility it 

prolongs the network lifetime. 

(Chatterjie et.al 2014) [35] In multiple hop single sink system 

node close to the sink dissipate energy at faster rate as it 

transfer all the packets from network to sink due to which 

energy holes are formed near sink. To improve network 

lifetime this paper proposed a network with multiple sinks in 

order to balance the load. Network is divided into clusters. 

Cluster diameter and number of clusters are optimized to 

reduce deployment of sink nodes. 

(Chu-Fu Wang et.al 2014)[36] Proposed a network lifetime 

enhancement method by sink relocation according to the 

residual energy of sensor node. Energy-Aware Sink 

Relocation (EASR) is a method in which the main focus on 

residual energy of sensor node and according to that 

transmission range of sensor is adjusted and the relocation of 

sink is done. 

(Zijan Wang et.al 2009) [37] Proposed an energy efficient and 

collision aware (EECA) node-disjoint multipath routing 

algorithm for wireless sensor networks. With node position 

information this algorithm try to find two collision-free routes 

using constrained and power adjusted flooding and then data 

is transmitted with minimum power required as per power 

control component. 

(Maciej Nikodem et.al 2011)[38] concentrated on if clustering 

all alone (without data aggregation) can improve lifetime of 

wireless sensor network in comparison with non-clustering 

network. As per capabilities of real-life nodes, using integer 

linear programming they examine 1D and 2D networks. 

Results roll out that additional techniques are required as 

clustering alone can't improve network lifetime. 

This section provides comparison of various algorithms used 

to enhance energy efficiency. This comparison can be used for 

selection of optimal algorithm for future research. 

Table 2: Comparison of techniques for energy efficient 

algorithms in WSN 

Authors Reference Technique 

Used 

Findings 

Zhou et 

al. 

[34]Energy 

Balanced 

Heuristic for 

energy 

Three phase 

approach to 

achieve energy 

Lifetime of 

network is 

enhanced 
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efficiency efficiency  

Chatterje

e et al. 

[35]Multiple 

Sink 

Deployment in 

WSN 

A multi sink 

deployment 

technique is 

used to enhance 

energy 

efficiency  

Delay time is 

reduced 

Resstucia 

et al. 

[39]Lifetime 

optimization 

with QoS 

Swarm based 

optimization is 

used 

Quality of 

service 

ensured 

energy 

efficiency 

Omer et 

al 

[40]Optimal 

base station 

mobility 

Mixed integer 

programming 

framework is 

utilized  

Higher 

network 

lifetime is 

ensured 

Jose et al. [2]Energy 

efficient routing 

scheme using 

sink nodes 

MSA algorithm 

is utilized 

Better 

performance is 

observed 

Chu-fang 

et al 

[36]A network 

lifetime 

enhancement  

Energy aware 

sink relocation 

Lifetime of 

network is 

increased. 

Devasvar

an et al 

[41]Energy 

efficient 

protocol in 

WSN 

Energy efficient 

protocol with the 

use of mobile 

base station is 

used 

Life time of 

network is 

enhanced 

Far et al [42]Wireless 

sensor network 

energy 

minimization 

using mobile 

sink nodes 

Fuzzy Logic 

technique is 

utilized 

Better energy 

conservation 

mechanism is 

proposed 

X.Zhang 

et al 

[43]A data 

gathering 

scheme using 

partitioning 

algorithm  

Data gathering 

scheme is 

utilized through 

zone 

partitioning  

Better latency is 

observed in 

terms of energy 

efficiency  

Farzad et al [44]On 

maximizing 

the lifetime of 

WSN 

Convex 

optimization 

Technique 

Lifetime of 

network is 

enhanced 

Wang et al [45]Performan

ce analysis of 

WSN 

Mobility 

assisted data 

collection  

Performance 

of WSN is 

improved 

Shuai et al [46]Efficient 

data collection 

in WSN 

Maximum 

amount shortest 

path  

Energy 

conservation 

is achieved 

Wang et al [47]Extending 

the lifetime of 

WSN 

Mobile relays 

are used 

Life time of 

network is 

comprehensively 

enhanced 

Rao et al [48]Energy 

efficient 

schemes for 

wireless 

sensor 

network with 

multiple base 

station 

Integer 

programming 

By the 

application of 

this model 

lifetime of 

network is 

enhanced 

Wang et al [49]Exploiting 

sink mobility 

for maximizing 

sensor node 

lifetime  

Linear 

optimization 

Model 

Lifetime of 

network is 

improved 

 

From the above comparison table it is clear to predict the 

optimal algorithm. Most of the existing techniques enhance 

the lifetime of the network. Hybridization can be used in the 

future to enhance energy conservation in WSN. 

5. CONCLUSION AND FUTURE WORK 
In this paper we have studied the existing methods and their 

implementations for energy enhancement. Present work 

largely emphasised on the lifetime enhancement by energy 

conservation. Static and mobile modes are causes of energy 

dissipation in wireless sensor network. Mobile nodes 

generally consume higher energy as compared to static nodes. 

The parameters considered in existing literature for validation 

of the work involves end to end delay, throughput and packet 

delivery ratio. The study indicates that dynamic sink nodes are 

better in terms of end to end delay which can be minimized at 

the cost of increase of packet drop ratio. Various scheduling 

algorithms for mobile and stationary nodes are presented 

through comparative analysis. 

In future, hybrid scheduling may be proposed by combining 

sink node scheduling with mobile nodes. A good mix of 

mobile and static nodes for specified purposes can be used so 

that lifetime can be enhanced in which the mobile nodes can 

be made rechargeable and motion of mobile nodes can be 

optimized to save their energy.   
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