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ABSTRACT 

The aim of this paper is to present feature extraction method 

of Gujarati isolated digit for speaker identification using Mel-

Frequency Cepstral Coefficient (MFCC). The objective of 

MFCC is to extract features that are present in speech signal. 

That produces Mel-coefficients of speech data which helps in 

representing speaker specific characteristics, thus this 

technique is one of the best technique for feature extraction 

especially for automatic speech & speaker recognition system. 

This can offer better security than keypad input system at the 

ATM, cashless system, mobile password, etc. The proposed 

approach helps to implement the speaker identification 

system. Where dataset of Gujarati numeral (0 to 10) was 

recorded from different speakers from different age groups. 

This paper presents approach for extracting features from the 

speech signal of spoken words using the Mel-Scale Frequency 

Cepstral Coefficients. All this implementation is built in 

MATLAB environment. The result describes how it  

transform the input waveform into a sequence of acoustic 

feature vectors.  
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1. INTRODUCTION 
Speech is a common & one of the most important ways of 

human computer interaction. Voice is a natural way of 

communication & non-intrusive as a biometric [5]. Like 

fingerprints, it carries the identity of the speaker as voice 

print. The Human voice is a one type of signal that contains a 

mixed type of information, including words, feelings, 

language & identity of the speaker [6] [7]. There are a number 

of situations in which correct recognition of person is 

required. The use of biometric based, Voiceprint is a safe & a 

secure method for authenticating an individual‟s identity that 

unlike passwords or token, these characteristics of voice 

cannot be stolen, duplicated or forgotten [10] [11]. In recent 

years, a good amount of work has been contributed to English 

& other Indian languages; out of these Gujarati language has 

the least amount of work [14]. So, it‟s choosing to develop a 

speaker identification system for Gujarati language. 

A state of the art speaker recognition system has three 

fundamental sections, a feature extraction unit for 

representing speech signal in a compact manner, a modeling 

scheme to characterize those features using statistical 

approach[12] [13], and lastly a classification scheme for 

characterizing the unknown utterance as MFCC is a heart of 

the ASR system [2]. The main objective of MFCC is solving 

the issue of pattern classification. Most of the feature 

extraction techniques use low level spectral information 

which conveys vocal tract characteristics. Out of this all 

techniques, MFCC (Mel frequency Cepstral coefficient) is a 

standard & most widely used technique in Speaker 

identification system [1]. MFCC is a popular also due to 

efficient computation schemes available for it & its robustness 

in the presence of different noises. 

The objective of our proposed study is to discuss the 

functioning of a MFCC computation process. Which may help 

a lot to the researchers to get the overview about the MFCC 

process and the result analysis achieved by that system helps 

researchers in choosing & understanding the technique that 

how MFCC is a better feature extractor for speech signals. 

This paper is divided into four sections. Section 1 gives an 

introduction, Section 2 discussed Experimental Setup Section 

3 indicates the methodology of proposed work & 

Experimental Results with each step and Section 4 followed 

by Conclusion & future work. 

2. EXPERIMENTAL SETUP 
For the projected work, as there was no standardized dataset 

available for Gujarati numerals, The database is prepared for 

Gujarati numerals spoken by different speakers.  

2.1 Dataset Preparation 
Here, Speech samples are collected of Gujarati 0 to 10 digits 

from 40 speakers of different age groups. There are ten 

speakers in each group. Each speaker pronounced from 0 to 

10 in Gujarati language.  

Here we consider some factors while collecting speech 

samples like speaking condition, pronunciation of different 

speakers, Environment etc. that may pretend to train the 

dataset. Speakers are consisting of different age & gender.  

There are four age groups, a first age group having ranged 

between 5 to 15 years, in this group speech sample is 

accumulated from the minors. The second age group having 

ranged between 16 to 30 years, in this group speech sample is 

collected from tanagers as well as from younger. The third 

age group having ranged between 31 to 50 years, in this group 

speech sample is gathered up from five males & five females. 

Forth age group having ranged between 51 to 80 years, in this 

group speech sample is collected from aged people. Speech 

samples were broken by a disturbance. Each speech samples 

were collected within free sound recorder software in .wav 

format. This input speech data are passed to the feature 

extraction module. The feature extraction module extracts the 

unique characteristics of spoken data using mfcc () in 

MATLAB Environment. The pronunciation of each Gujarati 

numeral is given below in Table 1. 
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Table 1: Pronunciation of Gujarati Numerals 

Gujarati 

Numerals 

 Pronunciation 

૦ Shunya 

૧ Ek 

૨ Be 

૩ Tran 

૪ Char 

૫ Panch 

૬ Chha 

૭ Saat 

૮ Aath 

૯ Nav 

૧૦ Dash 

3. METHODOLOGY OF PROPOSED 

WORK 
Mel-Frequency Cepstral Coefficient (MFCC) is one of the 

best technique for feature extraction, especially for automatic 

speech & speaker recognition system. Which is most widely 

practiced technique for feature extraction in ASR system as 

well as speaker recognition because it is a standard method as 

well as less complex in implementation and more effective 

and robust under various conditions [4]. MFCC gives more 

efficient and accurate result, than other feature extraction 

techniques in the voice identification system [3]. MFCC is 

used in speaker identification with speaker information like, 

contents and channels. The MFCC coefficients can be used as 

audio classification features to improve the classification 

accuracy of the speaker there is a computation for extracting 

the Cepstral feature parameters from the Mel scaling 

frequency domain. The procedural steps for obtaining that 

feature vectors using MFCC are given to lower place. This 

paper performed the feature extraction approach for speaker 

identification system with isolated Gujarati numerals. The 

results of each step of this process are shown and described in 

each of the following sections. 

3.1. Feature extraction using MFCC 
Mel Frequency Cepstral Coefficients (MFCCs) are 

coefficients that represent audio. They derive from a type of 

cepstal representation of the audio file. The difference 

between  the cepstrum &  the Mel-frequency cepstrum is in 

the MFCC, These cepstrum coefficients are the result of 

cosine transform of the real logarithm of the short time energy 

spectrum expressed on a Mel-frequency scale.  

In MFCC, the main advantage is that it uses Mel frequency 

scaling which is approximate to the human ear [9]. A block 

diagram of the structure of an MFCC computation process is 

shown below in Figure 1. 

 

Fig 1:  Block diagram of MFCC computation process 

As shown in above Figure 1 Basic steps in the computation 

process of exracting cepstral coefficients from the speech 

signal are positioned below. 

1. Pre-emphasize input signal  

2.  Perform short-time Fourier analysis to get a 

magnitude spectrum  

3.  Wrap the magnitude spectrum into Mel-spectrum 

4.  Take the log operation on the power spectrum (i.e. 

Square of Mel-spectrum) 

5.  Apply the discrete cosine transform (DCT) on the 

log-Mel power spectrum to derive Cepstral features 

and perform Cepstral. 

For the present work, related to the MFCC computation 

scheme is addressed carefully along with an experimental 

evaluation. 

3.1.1. Pre-Emphasis  
This step processes the passing of a signal through a filter 

which emphasizes higher frequencies. This process will 

increase the energy of the signal at higher frequency.  

The speech generated from mouth will loss the information at 

high frequency. Thus, it needs the pre emphasis process in 

order to compensate the high frequency loss. Each frame 

needs to be emphasized by the high frequency filter. And for 

speech signal spectrum, the higher the frequency is, the more 

serious loss will be, where requires to do some computation of 

high frequency information that is known as pre emphasis. In 

speech there is 1st order high pass filter. 
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Fig 2: The pre-emphasis wav for digit ‘૦’ collected from 

the minors 

Speech signal in time domain after pre emphasis can be 

defined as, 

S1 (n) = S(n) – α S(n - 1) 

Where s (n) is the speech signal & parameter α is usually 

between 0.94 and 0.97. Pre-emphasis is needed for high 

frequency in order to improve phone recognition performance. 

The simulation of Pre-emphasis wav for digit „૦‟ collected 

from the minors is shown in below figure 2. 

3.1.2. Framing 
The pre-emphasized speech signal is segmented into small 

duration blocks of frames. The width of the frames is 

generally about 30ms with an overlap of about 20ms (10ms 

shift). The first frame contains N sample points of the speech 

signal. The second frame begins M samples after the first 

frame, and overlaps it by N -M samples. Similarly, the third 

frame begins 2M samples after the first frame (or M samples 

after the second frame) and overlaps it by N - 2M samples. 

This process continues until all the speech is accounted for 

within one or more frames. Typical values of N and M are N 

= 256 (which is equivalent to ~ 30 msec windowing and 

facilitate the fast radix-2 FFT) and M = 100. For each frame 

20 mfcc were calculated. 

3.1.3. Windowing 
The next step in the processing is to window each individual 

frame so as to minimize the signal discontinuities at the 

beginning and end of each frame. The concept here is to 

minimize the spectral distortion by using the window to taper 

the signal to zero at the beginning and end of each frame. If it 

defines the window as, where N is the number of samples in 

each frame, then the result of windowing is the signal. 

Typically the Hamming Window is used. In Matlab 

“hamming” function is used to find the hamming window. 

The objective is to reduce the spectral effects. The coefficients 

of a Hamming window are computed from the following 

equation. 

 

 𝑊 𝐾 + 1 = 0.54 − 0.46 cos  2𝜋
𝑘

𝑛−1
  , 𝑘 = 0, … . . , 𝑛 − 1 

 

Fig 3: Windowed Frame on audio digit ‘૦’ collected from 

the minors 

The simulation of Windowed Frame on audio digit 

„૦‟collected from the minors is shown in below figure 3. 

3.1.4. Fast Fourier Transform 
The next step is FFT performed to obtain the magnitude 

frequency response of each frame which is assumed of 

periodic within the frame.  

 

Fig 3: Detailed FFT magnitude of audio digit ‘૦’ collected 

from the minors 

The Fast Fourier Transform which converts each frame of N 

samples in time domain to frequency domain. The frame 

blocking step that was previously done was to enable the ease 

of performing of the FFT. The triangular bandpass filters are 

used to extract an envelope like features. The multiple the 

magnitude frequency response from a set of triangular 

bandpass filters to get the log energy of each triangular 

bandpass filter which will give the nonlinear perception for 

different tones or pitch of voice signal. The amplitude 

spectrum of the signal passed through the window is 

calculated by FFT. FFT size can be 512, 1024 or 2048.  
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The simulation of Detailed FFT magnitude of audio digit 

„૦‟collected from the minors is shown in below figure 4. 

3.1.5. Mel Filter Bank 
Mel (melody) is a unit of pitch. The spectrum obtained from 

the above step is Mel Frequency Wrapped. The Mel-

frequency scale is a linear frequency spacing below 1000 Hz 

and a logarithmic spacing above 1000 Hz. As a reference 

point, the pitch of a 1 kHz tone, 40 dB above the perceptual 

hearing threshold, is defined as 1000 Mels. Therefore, It can 

use the following approximate formula to compute the Mels 

for a given frequency f in Hz. 

𝑀𝑒𝑙  𝑓 =  2595 ∗ Log 10  1 + 𝑓/700  

The major work done in this process is to convert the 

frequency spectrum to Mel spectrum. As research work 

shown that speech signal does not follow linear scale. So, for 

each tone with actual frequency, f is measured in HZ, pitch is 

measured on a scale called the „Mel scale‟. 

3.1.6. Discrete Cosine Transform & Mel 

Cepstrum Coefficients 
This is the process to convert the log Mel spectrum into time 

domain using Discrete Cosine Transform (DCT).  

 

Fig 5: The vector of feature values obtained through the 

discrete cosine transform (DCT) 

Discrete Cosine Transform (DCT) is applied to the large 

energy to have different Mel-scale Cepstral coefficients. The 

DCT converts the signal from the frequency domain into a 

time domain. Because, the features are similar to cepstrum, it 

is referred to as the Mel-scale cepstral coefficients. MFCC can 

be used as the feature for speech recognition. For better 

performance can generated by adding the log energy and 

perform delta operations.  

 

Fig 6: Mel-frequency cepstral coefficient of audio digit ‘૦’ 

collected from the minors 

As new features in MFCC, Delta cepstrum can be generated 

which has advantages in the time derivatives of the energy of 

the signal. It can use for finding the velocity and acceleration 

of energy with MFCC. Mel spectrum coefficients (and so their 

logarithm) are real numbers, It can convert them to the time 

domain using the Discrete Cosine Transform (DCT). Thus, It 

can calculate the MFCC's. 

4. CONCLUSION AND FUTURE WORK 
In this research, the system implements for the Speaker 

identification system for Gujarati numerals. In which vector 

of feature values has been obtained through the discrete 

cosine transform (DCT). That demonstrates how using 

MFCC, it generate so many Mel vector per each frame. That 

helps in proving how the MFCC feature extraction technique 

is more effective and robust, and with the aid of this technique 

normalizes of the features as well and it is a quite popular 

technique for speech & speaker recognition. In future, The 

combination of these features with MFCCs will be utilized to 

improve the hardiness of the speaker identification system 

later on. VQ method will be applied to improve the efficiency 

& precision of the work. 
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