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ABSTRACT
Graphs can be used to model various problems and relations in
diverse domains eg. Computer Science, Biological, Chemical and
many other. There exist various hard problems in communication
networks, which are practically hard but can be shaped in the form
of graphs. A Hamiltonian Path is a spanning trail in a network graph
i.e. a path through every network node and a spanning cycle in a
network graph is a Hamiltonian cycle. A network graph containing
a Hamiltonian Cycle in it, is said to be Hamiltonian. The problem
of finding whether a graph G is Hamiltonian is proved to be NP-
Complete. It cann’t be solved in a polynomial time.
In this paper, state-of-the-art for existing degree related conditions
for graphs to posses Hamiltonian cycle is presented. Later, vari-
ous practical applications of Graph Theory in computer science are
summarized. Future research directions in this perspective are also
given at the end of this paper.
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1. INTRODUCTION
Today, many hard problems of practical interest need to be solved.
One of the challenging area is, communication networks and packet
routing problems. In order to solve these hard problems, network
can be modeled as a graph, in which network nodes can be thought
of as vertices of graph and communication path inside the network
can be represented as edges in the graph. Graph Theory can be
thought of as such an efficient tool to model these practical prob-
lems with the help of Graphs. Graph Theory approach has its wide
applications in diverse fields. [2][6] Some well known problems in
Computer Science like- Travelling salesman problem [11], whose
objective is to start from a city and find out the shortest possible
path, visiting all cities and return back to the same point. This prob-
lem can also be thought of in the perspective of communication net-
works system and can be well formulated in Graphs, where nodes
or vertices of the graph represent the cities and path is represented
by edges inside the graph. In this way, a model can be made for a
particular practical problem.
A network graph can be thought as a finite set of network nodes,

connected by path links which are called as edges, when a network
is modeled in the form of graph. A Graph can be directed or undi-
rected. If the edges of the graph are associated with directions, then
it is called directed graph(digraph) and if the edges don’t have it’s
directions, then it is called undirected graph. A graph is shown as
figure 1 below:-

Fig. 1

Some other open hard problems in network graphs [17] are sum-
marized as below:-

(1) Finding bipartite set in a network graph
(2) Finding independant set in a graph
(3) Searching edge domination in a graph
(4) Finding minimum cardinality domination set
(5) Finding independant domination set
(6) Finding dissociation set and matching number
(7) Finding Hamiltonian cycle
(8) Finding cycle of maximum length in a network graph
(9) Exploring longest path
(10) Vertex and edge coloring problem

A Hamiltonian Path is a path through every vertex. A Hamiltonian
cycle is a spanning cycle in the graph and a graph containing a
Hamiltonian Cycle is said to be Hamiltonian.
Famous Irish mathematician Sir William Rowan Hamilton, in 1859
first posed hamiltonian Circuit Problem, is still unsolved. It is an
NP-Complete problem. It is clear that every graph with a Hamilto-
nian Cycle has a Hamiltonian path but the converse is not necessar-
ily true.
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1.1 Motivation to the problem
In communication networks, while designing any routing protocol,
there may occur some practically hard problems, whose solution
may possible by modeling them in form of graphs. Hamiltonicity
is the property of any network graph to test weather Hamiltonian
cycle exist or not. Any graph is supposed to be Hamiltonian if it
consists a Hamiltonian Cycle. The problem of finding whether a
network graph G is Hamiltonian is proved to be NP-Complete. It
cann’t be solved in a polynomial time.
Tremendous amount of research has been done over past years and
various degree related conditions for graphs to posses Hamiltonian
cycle have been explored. Many sufficient conditions exist in liter-
ature to test the hamiltonicity of network graphs. Still good amount
of research has to be done to explore more the computationally
efficient constraints for presence of hamiltonicity in network struc-
tured graphs.

1.2 Organization of the paper
The general structure of rest of this paper is as, Section 2 presents
some preliminaries required. Section 3 presents the overview of re-
lated work. Section 4 explains some of the wide range applications
of Graph Theory on Computer Science. In section 5, future research
directions in this perspective are presented. Finally, section 6 con-
cludes the paper.

2. PRELIMINARIES
Some basic preliminaries required in this paper are described as
below:-

2.1 Undirected graph
Consider, a graph G = (V,E) given as figure 2 below -

Fig. 2

Here, V : finite set of network nodes and E: finite set of edges.
An undirected graph is a graph in which existing objects or network
nodes are connected through bi-directional links.

2.2 Directed graph
Consider, a graph G = (V,E) given as figure 3 below -

Fig. 3

Here, V : finite set of network nodes and E: finite set of edges.
A directed graph or digraph is a graph in which existing objects or
network nodes are connected to each other through uni-directional
links.

2.3 Walk and Path
Suppose, V = (v0, v1, v2, ..., vn) be any specific sequence of ver-
tices, then -
V is a Walk, if all edges in V are distinct and it is a path if all
vertices in V are distinct.

2.4 Trees
If there is a connected graph with presence of no cycles in it, then
it is considered as a tree.
For any tree if V is the set of network nodes or vertices and E is
the set of edges. Then -
|E| = {|V | − 1}

2.5 Weighted graph
If edges in the graph G = (V,E) are associated with it’s corre-
sponding weights, it is termed as a weighted graph. In practical
networks scenario, these edge weights can be thought of as path
distances.

2.6 Multigraph
A graph G = (V,E) is a kind of network graph in which multiple
edges are possible between two vertices.

2.7 Isolated vertex
In a graph G = (V,E), the vertex in which no edges are incident
on it, is called as isolated vertex.

2.8 Adjacency matrix
An adjacency matrix can be represented as an n × n ma-
trix A = aij for a graph with vertex set V ert =
{vert1, vert2, vert3, ..., vertn}, where aij is the number of edges
which join verti and vertj .

2.9 Bipartite graph
If there is a possibility to divide the vertices of a network graph
G = (V,E) into two sets such that each edge or path is having
it’s one end at one set and other edge end belongs to some other
vertex set, then that kind of network graph structute is considered
as a bipartite graph. A bipartite graph is shown as figure 4 below:-

Fig. 4
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2.10 Markov random field
Markov random network, a kind of graphical model consists a set
of random variables, possesing the Morkov property described by
an undirected graph. Markov random network can be acyclic as
well as undirected. Markov random network is somewhat similar
to Bayesian networks.

3. RELATED WORK
The research of Hamiltonian Cycles and Hamiltonian paths in gen-
eral as well as in special graphs has been fired by the practical appli-
cations and by issues of the complexity. Neither efficiently testable
condition is known for Hamiltonian graphs nor there exists any
such condition to test whether a graph consists of a Hamiltonian
path or not. This is the prime reason, why tremendous amount of
research has been done in the past for finding the sufficient and ade-
quate conditions for the existence of Hamiltonian Cycles or Hamil-
tonian paths in graphs.
We will present here some degree related conditions on which the
previous research has been done.[3][7][8][9][10] Some of the no-
tations and definitions, we will use in this paper are as follows:-
Consider a graph G = (V,E),
where -
V (G): finite set of nodes/vertices
E(G): finite set of edges
Let, a vertex u ∈ V . By d(u) we mean, the degree of u in G. δ(G)
indicates the degree of a minimum degree vertex in graph G.
Different degree related conditions, which have been proposed in
past years for graphs to posses Hamiltonian cycle are presented
below:-

THEOREM 1 DIRAC’S THEOREM. Consider, G is a simple
graph with n vertices.
where n ≥ 3 and δ(G) ≥ n

2
, then graph G is Hamiltonian.

THEOREM 2 ORE’S THEOREM. Consider,G is a simple graph
with n vertices and u, v be distinct nonadjacent vertices of G with
d(u) + d(v) ≥ n, then graph G is Hamiltonian.

THEOREM 3 BONDY-CHVTAL’S THEOREM. Consider, G is a
simple graph with n vertices, then G is Hamiltonian if and only if
its closure is Hamiltonian.

THEOREM 4. Consider, G = (V,E) is Hamiltonian and if S
is any non-empty proper subset of V , the graph G−S has at most
|S| components.

THEOREM 5 MEYNIEL’S THEOREM. A strongly connected di-
graph with n vertices is Hamiltonian if the sum of the degrees of
every pair of nonadjacent vertices is at least (2n− 1).

THEOREM 6 WOODALL’S THEOREM. A nontrivial di-
graph with n vertices is Hamiltonian if (outdegreeofu) +
(indegreeofv) ≥ n, whenever u and v are vertices such that
there is no arc from vertex u to vertex v.

THEOREM 7 GHOULA-HOURI THEOREM. A strongly con-
nected digraph with n vertices is Hamiltonian if the degree of each
vertex is at least n.

THEOREM 8. A directed graph with n vertices is Hamiltonian,
if both the indegree and outdegree of each vertex are at least n

2
.

THEOREM 9. If a graph G contain a pendant edge, then
Hamiltonian Cycle will not exist.

In [1], a new proposed sufficient condition is given for a graph to
contain Hamiltonicity property. Suppose G is a graph having n fi-
nite vertices and e edges. If degree(u)+degree(v)+ δ(u, v) is at
least (n+ 1), where u and v are the distinct non-adjacent vertices
in the graph G. Then this kind of graph satisfying above condition
will be having Hamiltonian Path.
Gerald L. Thompson et al.[4] have proposed an efficient algorithm
to discover Hamiltonian Path in an undirected graph. They tested
this algorithm for graph containing upto 1000 vertices.
In 2009, Jordan Baumgardner et al.[5] have proposed a mechanism
to solve Hamiltonian circuit problem by using bacterial computer.
Bacterium DNA computers have been designed to make a try for
dealing with this Hamiltonian circuit problem, which is proved to
be NP complete. This biological principle has been tested success-
fully and approximated for discovering a Hamiltonian Path in a
graph with 3 vertices. This inspired the researchers upto some ex-
tent. In 2000, Teunter et. al. [12] presented the lower and upper
bound result conditions for hamiltonicity in network graphs. Wag-
ner et. al. [13] presented an ant inspired heuristic model for hamil-
tonian graphs detection. Zhu et. al. [14] presented some conditions
for hamiltonian based on linear diophantine equation systems with
cycle vector.
In 2010, Lizhi Du [15] presented a polynomial time algorithm for
hamiltonian cycle. Drawback of this mechanism was, it is compu-
tationally much high for large sized network graphs. Later, Stew-
art [16] proposed sufficient conditions for hamiltonicity in multi-
swapped network structures.

4. WIDE RANGE APPLICATIONS OF GRAPH
THEORY IN COMPUTER SCIENCE

Various research problems in the domain of Computer Science are
modeled into the form of graph algorithms. For example route
problems in networking are modeled in the form of finding shortest
path between two vertices in a graph. Some of the widely-known
problematic algorithms are presented below :-

(1) Algorithm to find shortest path among nodes inside a network.
(2) Algorithm to find out planarity and non-planarity of a graph.
(3) Finding MST(minimum spanning tree) algorithm.
(4) Adjacency list and Adjacency matrices finding algorithms.
(5) Algorithm to find connected components in a network struc-

ture.
(6) Algorithm to discover Eulerian Circuit, Hamiltonian Path and

Hamiltonian circuit in a given graph.
(7) Algorithm to search for an element using Depth First Search

and Breadth-First Search.
(8) Algorithm for Travelling Salesman Problem(TSP).
(9) Routing Algorithms to discover network flow.
(10) Graph Coloring Algorithm

Above applications are presented to project and demonstrate the
significance of graph theory in computer science.

5. RESEARCH DIRECTIONS
Graph theory modeling has been employed with much success for
solving hard problems inside communication networks. Exploring
the Hamiltonicity inside network graphs is still unsolved over long
time and proved to be NP-Complete problem. Still this problem
has attracted many researchers from all over the world and devel-
opment is going on in this area. Our future research directions are
summarized as below -
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5.1 Future Research Directions
Discovering Hamiltonian circuit in a graph is well proved to be
NP-Complete problem. The sufficient conditions presented above
in this paper are previously existing degree related conditions. All
these conditions are proved to be tight.
We will explore more the condition of pairwise non-adjacent ver-
tex triplets for Hamiltonian Path and later for Hamiltonian Cycles.
The extention to this research may be the conditional approach of
vertex-quadruples and more and in further instance hypothesize the
cases.

6. CONCLUSION
Wide variety problems of Computer Science and many other fields
can be modeled in the form of Graphs. Graph algorithms can be
applied to solve these problems. In this paper, the various degree
related conditions for graphs to posses Hamiltonian cycle are pre-
sented, which have been proposed in past years. Wide range of
practical and real time networking applications of Graph Theory in
various engineering, biological and other domains are presented in
the paper. An overview of future research directions and emerging
scenarios are also given.
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