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ABSTRACT
Scaling is one of the difficult operations in Residue Number System (RNS) and also one of the most important units and a necessary operation used to avoid overflow in RNS based systems. In this paper, a scaling algorithm for a new moduli set \( \{2^{2n+1} + 1, 2^{2n+1}, 2^{2n+1} - 1\} \) using the Chinese Remainder Theorem (CRT) is presented. In the design of digital systems, the goal of designers is to increase performance and decrease the amount of hardware resources. In order to achieve this, a new moduli set is proposed to obtain a larger dynamic range and less complex hardware architecture. The CRT is further simplified for the selected moduli set to reduce the hardware complexity of the scaling algorithm. The scaling algorithm does not introduce any scaling errors and thus is efficient. When compared with the state of the art scaling algorithm using the Unit-Gate model, the results show that, the proposed scaling algorithm outperforms the state of the art scaling algorithm in terms of dynamic range (DR), area consumption, and delay by 98%, 18.4% and 21.7% respectively.
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1. INTRODUCTION
The advent of technology in the fields of embedded systems which has found wide spread uses in mobile telephony and tablet personal computers has generated the interest of many researchers in the areas of improving power consumption, speed and hardware resource requirements [1]. Through the quest of these researchers, Residue Number System (RNS) has been discovered to be the torch bearer in these fields [2]. As a result, RNS has over the years played an important role in championing the campaign in designing digital systems that require computational intensive arithmetic operations such as addition, subtraction, and multiplication.

This advantage is as a result of the carry propagation problem in binary number systems [3]. Performing calculations in an RNS based system leads to less delay in processing time (clock cycles), reduction in the cost of hardware resources and power consumption [4]. In RNS the carry propagation is limited in modular channels, while in other number systems distribution chain of the carry is long, which makes the process slow. Consequently in the RNS addition, subtraction and multiplication operations are very fast. This makes RNS to be applied in the areas of communications, digital signal processing, computer security, image processing, speech processing and transformation, error detection and correction algorithms, and encoding [1], [4], [5].

Also, RNS is used in designing Inner Product Step (IPS) processors.

However, RNS has not found wide spread usage in general purpose computing due to the following difficult and costly to implement arithmetic operations: sign detection, division, reverse division, magnitude comparison, overflow detection, moduli selection and scaling. The two latter operations are more urgent to be solved because they are the gateway to designing a circuit for converting numbers from residue to binary systems. Reverse conversion is a costly and complicated operation, and scaling circuits are used for preventing overflow after each level of processing [6]. Complex operations are usually performed by employing algorithms that are used in reverse conversion such as Chinese Remainder Theorem (CRT) and Mixed Radix Conversion (MRC). The primary and most important parameter in designing an RNS based system is moduli set selection, in which the numbers are relatively prime Scaling therefore plays an important role in achieving universal application of RNS in general purpose computing but scaling within RNS is less efficient and this problem has long prevented wider adoption of RNS [7]. In this paper, a scaling algorithm for a new moduli set \( \{2^{2n+1} + 1, 2^{2n+1}, 2^{2n+1} - 1\} \) is presented.

1.1 Fundamental Principles of RNS
RNS is defined in terms of a set of relatively prime integer set \( \{m_i\}_{i=1,k} \) called the moduli set, such that the \( \gcd(m_i, m_j) = 1 \) for \( i \neq j \), where \( \gcd \) means the greatest common divisor of \( m_i \) and \( m_j \), while

\[ M = \prod_{i=1}^{k} m_i, \]

is the dynamic range. The residues of a decimal number can be obtained as \( x_i = [x]_{m_i} \), thus \( X \) can be represented in RNS as \( X = [x_1, x_2, x_3, ..., x_k] \). This representation is unique for any integer \( X \in [0, M-1] \) [8].

2. RELATED WORKS
The first scaling scheme ever to have been proposed is the one proposed in 1967 by Szabo and Tanaka [9]. They proposed a scalar that needed \( n \) clock cycles for \( n \)-bit moduli set. Although the scaled residues had errors, and the scheme did not provide correct scaled residues, it was a significant stage in the development of RNS-based systems. In another major study in 1973, O’keeffe and Wright proposed a faster and more efficient scalar than Szabo. Again the results were not error-free but their approach provided results closer to the correct scaled integers [10]. In 1978 Jullien was successful in designing an algorithm that needed fewer clock cycles, but provided faulty results [11]. In 1981, Taylor and Huang proposed a design based on the MRC. It was the first time a scaler based on the MRC was proposed [12]. Until then, all designs were based on CRT or base-extension. The CRT-based algorithms generally generated fractional errors due to
inherent assumptions, while the latter approach was error-free but computationally intensive.

One year later, Taylor and Huang presented a scaler that used a special moduli set and LUTs. However, their design required n clock cycles to generate the scaled residues [13]. Miller and Polley proposed a design that needed \( (n+1) \) clock cycles but the scaled residues were closer to the correct results [14]. In other words, their design provided more accurate scaled residues at the cost of more clock cycles. Two scaling algorithms for the moduli set \((2^n-1, 2^n, 2^n)\) using CRT were proposed in 1989 [15]. The first algorithm was based on the L-CRT algorithm for \(l\)-tuple RNS. The second algorithm was based on \(2^n - q\) CRT using an approximation of \(M = 2^n\) and \(M1 = 2^n, q < 2^n\). Both algorithms came with assumptions and errors. Later, Shenoy and Kumaresan proposed two scaling techniques (approximate and exact), where residues were scaled by the product of a subset of the moduli set [16]. The approximate technique used a redundant residue to eliminate modulo-(M) operation, while the exact technique used a modified version of CRT. The scaling error in the approximate technique was bounded by \(n^2\), where \(i\) is the number of moduli in the moduli set. Their design saved a considerable amount of delay and generated results in only \(\log n\) clock cycles. The exact technique, however, generated an error of at most unity, and used a redundant channel to keep track of odd or even residues.

Ulman published a modified version of the Szabo scaler in 1993 [17], and since then, the results of all scalers have errors less than 1.5. Another CRT-based scaling scheme was presented in 1995 [18]. It used LUTs and \(\log_2 n\) clock cycles to generate scaled residues. The aim of the design was to achieve a precise result without using any redundant representation of numbers. The disadvantage was its worst case delay of \(n\) clock cycles. Two stages of look-up-cycle scaling, namely look-up calculation and look-up generation, were presented in [19]. The design was recommended for 5-bit input and three moduli sets. It was cascaded to other algorithms for larger sets of moduli and reduced the bulk memory requirement for small moduli sets. In 2003, an alternative CRT-based scaler for up to 16-bit dynamic range was proposed [20]. The proposed scheme used only RNS operations within small-word-length channels. It was suitable for small-word-length applications and performed scaling directly on the residue digits rather than relying on residue-to-binary conversion. From the implementation point of view, scaling algorithms are implemented either in LUT (look up table) based approaches [7], [15], [16], [17], [21], [22], [23], or adder-based approaches [5]. Generally, all the LUT-based designs in the literature are subject to poor pipeline-ability and high hardware complexity when the number of moduli increases. Adder-based designs are faster and provide huge savings in storage space. There are also other scaling circuits that benefit from both LUTs and full adders [6]. Most scaling schemes reported in the literature are based on LUTs, and none of the papers discussed the order of generation of scaled residues until 2007 [24]. Almost all publications have agreed that LUTs are more efficient for small inputs, as in image processing applications, while a FA-based structure is well suited for long inputs [3]. Extensive measurements in area, delay and hardware utilization for full-adder-based designs have been proposed.

2.1 Mathematical Basis for Scalers

Scalings in RNS are a special type of division in which a number is divided by a constant factor followed by truncation or rounding. It corresponds to the division of an integer \(X\) by a constant \(K\). It can be shown as:

\[
Y = \left\lfloor \frac{X}{K} \right\rfloor ~ (1)
\]

Where \(K\) is called the scaling factor, \(Y\) is the result of scaling \(X\) by \(K\) and \([\cdot]\) is the floor function.

2.2 The Chinese Remainder Theorem (CRT)

The Chinese Remainder Theorem is a very useful theorem used in the reverse conversion process and other operations in RNS [25]. With well selected moduli set, the CRT guarantees that a number within the legitimate range will have unique representation in RNS. The unique number represented in RNS can be derived through the use of the CRT.

Given a set of pair wise relatively prime moduli set, \(m_1, m_2, \ldots, m_n\) and a number \(X\) whose residue representation is \((x_1, x_2, \ldots, x_n)\) in the system, where \(x_i = [X]_{m_i}\), the number \(X\) and its residue are related by the equation below:

\[
X = \sum_{i=1}^{n} M_i \left[ M_i^{-1} \right] \left[ x_i \right]_{m_i} \quad (2)
\]

Where \(M_i = \frac{M}{m_i}\) and \([M_i^{-1}]_{m_i}\) is the multiplicative inverse of \(M_i\) with respect to \(m_i\), \(x_i = [X]_{m_i}\), \(M = \prod_{i=1}^{n} m_i\) is the DR and \(m_i\) is the moduli set.

Equation (2) is the Chinese Remainder Theorem (CRT) [26], [27], and [28].

2.3 Moduli Set Selection

The choice of moduli set affects both the representational efficiency and the complexity of the arithmetic of the algorithm. It is therefore critical to choose the moduli set carefully and strategically to ensure that efficiency is guaranteed [29]. First we demonstrate that the moduli set chosen are pairwise relatively prime.

**Theorem 1:** The moduli set \(\{2^{2n+1} + 1, 2^{2n+1} \cdot 2^{2n+1} - 1\}\) contains pair wise relatively prime numbers.

**Proof:**

From Euclidean theorem, we have \(\gcd(a, b) = b, \lfloor a/b \rfloor\), where \(\gcd\) refers to greatest common divisor. Applying this to the moduli set pair wisely will yield the following:

\[
gcd(2^{2n+1} + 1, 2^{2n+1} + 1) = \gcd(2^{2n+1} + 1) = 1
\]

\[
gcd(2^{2n+1} - 1, 2^{2n+1} + 1) = \gcd(2^{2n+1} - 1, 2) = 1
\]

\[
gcd(2^{2n+1} + 1, 2^{2n+1} + 1) = \gcd(2^{2n+1} - 1, 1) = 1
\]

Hence the moduli are relatively prime.

**Example 1:** Given \(n = 1\), the moduli set are \(\{9, 8, 7\}\), \(\gcd(9, 8) = 1\), \(\gcd(9, 7) = 1\) and \(\gcd(8, 7) = 1\).

3. PROPOSED SCALING ALGORITHM

In RNS an integer \(X\) is represented by an \(N\)-tuple \((x_1, x_2, \ldots, x_N)\) with respect to a set of pairwise relatively prime.

Hence the moduli set are relatively prime numbers \(\{m_1, m_2, \ldots, m_N\}\), where \(x_i = [X]_{m_i}\), \(i = 1, 2, \ldots, N\) and \([X]_{m_i}\) is defined as \(X \mod m_i\). The dynamic range \(M\) is the number of representable numbers of a selected moduli set \(\{m, m, \ldots, m\}\) is given by:

\[
\text{Number of representable numbers} = \prod_{i=1}^{n} m_i
\]
\[ M = \prod_{i=1}^{n} m_i \]  

Based on the CRT, X is related to its residue digits by:

\[ X = \sum_{i=1}^{n} M_i \left[ \frac{X_{\text{res}}}{m_i} \right] \mod m_i \]  

Where \( M_i = \frac{M}{m_i} \) and \( \left[ \frac{X_{\text{res}}}{m_i} \right] \) is the multiplicative inverse of \( M_i \) with respect to \( m_i \).

### 3.1 Formulation of Scaling Equation

The proposed scaling algorithm is designed for the \(-\text{moduli set}\) \( \{2^{n+1}+1, 2^{n+1}, 2^{n+1} - 1\} \). Using the above moduli set, equation (2) can be expressed as follows:

\[ X = m_2 m_3 [M_2^{-1}]_{m_1} x_1 + m_2 m_3 [M_2^{-1}]_{m_2} x_2 + m_1 m_2 [M_2^{-1}]_{m_3} x_3 \mod m \]  

The following axioms are used for the derivation of the scaling equation.

\[ \text{Axiom 1: } A \equiv B \mod m \]  
\[ \text{Axiom 2: } m \equiv 1 \mod m \]  
\[ \text{Axiom 3: } [X]_m = [X]_m \mod m \]  

**Lemma 1:** Given \( p = K \times q \), where \( K \) is an integer, \( [X]_p \equiv [X]_q \mod m \)

**Proof:** Based on the definition of modulo operation;

\[ [X]_p = X \mod p \] \[ \epsilon = 0, 1, 2, ... \]  

Using Axioms 2 and 3,

\[ [X]_p \equiv [X]_q = |X - \epsilon p| \mod m \]  

Since \( p \) is divisible by \( q \), \( |p| \mod q = 0 \)

\[ [X]_p \equiv [X]_q \mod m \]  

### 3.2 The Scaling Process

Scaling is a special type of division. By definition, scaling an integer variable \( X \) by a constant \( K \) can be obtained by dividing both sides of (5) by constant \( K \) and taking the floor value. Let \( Y \) be the integer results of the scaling operation, we shall have:

\[ Y = \left[ \frac{X}{K} \right] \]  

\[ Y = \left[ \frac{1}{K} \right] m_2 m_3 [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{m_3} [M_2^{-1}]_{m_3} x_3 \]  

\[ Y = \left[ \frac{m_1 m_3}{K} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{K} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{K} [M_2^{-1}]_{m_3} x_3 \right] \mod \frac{m_1 m_3}{K} \]  

Let \( K \) be equal to \( m_2 = 2^{n+1} \). This choice of \( K \) is crucial because it ensures that the truncation error becomes negligible. Substituting \( K = m_2 \) into equation (10), we shall have the exact scaling equation below:

\[ \frac{X}{K} = \left[ \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{m_3} [M_2^{-1}]_{m_3} x_3 \right] \mod \frac{m_1 m_3}{m_2} \]  

Using (11), the scaled integer can be computed directly from the RNS representation of \( X \).

### 3.3 Formulation of RNS Scaling Algorithm

From the above deductions, the complexity of the modulus channels can be reduced with the proposed theorem.

**Theorem 2:**

Given the moduli set \( \{2^{2n+1}+1, 2^{2n+1}, 2^{2n+1} - 1\} \), where \( m_1 = 2^{2n+1} + 1 \), \( m_2 = 2^{2n+1} \), \( k = m_2 \)

\[ m_3 = 2^{2n+1} - 1 \] the following holds true:

\[ \left[ \frac{X}{K} \right]_{m_1} = -x_1 + x_2 \mod 2^{2n+1} + 1 \]  
\[ \left[ \frac{X}{K} \right]_{m_2} = \left( (2^{4n+2} + 2^{2n+1}) (x_1) + (x_2) (2^{4n+2} - 2^{2n+1} - 1) \right) \mod 2^{4n+2} \]  
\[ \left[ \frac{X}{K} \right]_{m_3} = -x_2 + x_3 \mod 2^{2n+1} - 1 \]  

The proof and formulation of this theorem is presented as follows.

Using the exact scaling equation (9), RNS scaling can be performed in each channel independently by performing modulo reduction in each channel. This Results in the equation below.

\[ \left[ \frac{X}{K} \right]_{m_i} = \left[ \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{m_3} [M_2^{-1}]_{m_3} x_3 \right] \mod \frac{m_1 m_3}{m_i} \]  

Where \( i = 1, 2, 3 \).

For \( m_1 \) and \( m_3 \) channels, where \( i = 1 \) and \( 3 \) using lemma 1 on equation (12) we obtain:

\[ \left[ \frac{X}{K} \right]_{m_1} = \left[ \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{m_3} [M_2^{-1}]_{m_3} x_3 \right] \mod \frac{m_1 m_3}{m_i} \]  

Each independently scaled residue of equation (13) can further be reduced respectively for \( m_1 \) and \( m_3 \) to:

\[ \left[ \frac{X}{K} \right]_{m_1} = \left[ \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 \right] \mod \frac{m_1 m_3}{m_i} \]  
\[ \left[ \frac{X}{K} \right]_{m_3} = \left[ \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{m_3} [M_2^{-1}]_{m_3} x_3 \right] \mod \frac{m_1 m_3}{m_i} \]  

For the \( m_2 \) channel, we have the following:

\[ \left[ \frac{X}{K} \right]_{m_2} = \left[ \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_1} x_1 + \frac{m_1 m_3}{m_2} [M_2^{-1}]_{m_2} x_2 + \frac{m_1 m_3}{m_3} [M_2^{-1}]_{m_3} x_3 \right] \mod \frac{m_1 m_3}{m_i} \]  

From equations (14) through to (16), it can be seen that there exists a common term.
Theorem 3:  
For the moduli set \( \{2^{2n+1} + 1, 2^{2n+1}, 2^{2n+1} - 1\} \) where;  
\( M_1 = (2^{2n+1} + 1)(2^{2n+1} - 1) \),  
\( M_2 = (2^{2n+1} + 1)(2^{2n+1} - 1) \),  
\( M_3 = (2^{2n+1} + 1)(2^{2n+1}) \)  
The following holds true:  
\[ |M_1^{-1}|m_1 = 2^{2n+1} + 1 \]  
\[ |M_2^{-1}|m_2 = 2^{2n+1} - 1 \]  
\[ |M_3^{-1}|m_3 = 2^{2n} \]  
Substituting the parameters \( m_1 = 2^{2n+1} + 1 \), \( m_2 = 2^{2n+1} - 1 \), and \( m_3 = 2^{2n} \) into the common term we simplify it as:  
\[ \frac{m_1m_2}{m_3} |M_3^{-1}|m_3 = \frac{(2^{2n+1} + 1)(2^{2n+1} - 1)(2^{2n+1} - 1)}{2^{2n+1}} \]  
\[ \frac{m_1m_2}{m_3} |M_3^{-1}|m_3 = 2^{4n+2} - 2^{2n+1} - 1 \]  
(20)  
The least integer function \( \lfloor \cdot \rfloor \), justifies the truncation in (20). By substituting (20) into (14), (15) and (16) where \( m_1 = 2^{2n+1} + 1 \), \( m_2 = 2^{2n+1} \), and \( m_3 = 2^{2n+1} - 1 \) we obtain  
\[ y_1 = \left\lfloor \frac{x}{k} \right\rfloor_{2^{2n+1}+1} = \frac{(2^{2n+1} - 1)(2^{2n+1})x_1}{2^{4n+2} - 2^{2n+1} - 1} \]  
(21)  
\[ y_2 = \left\lfloor \frac{x}{k} \right\rfloor_{2^{2n+1}} = \frac{(2^{2n+1} - 1)(2^{2n+1} + 1)x_1}{2^{4n+2} - 2^{2n+1} - 1} \]  
(22)  
\[ y_3 = \left\lfloor \frac{x}{k} \right\rfloor_{2^{2n+1} - 1} = \frac{(2^{2n+2} - 2^{2n+1} - 1)x_2}{2^{4n+2} + 1)(2^{2n})x_3}{2^{2n+1} - 1} \]  
(23)  
Where \( m_1m_3 = 2^{4n+2} - 1 \), applying axioms 1, 2, 3 and lemma 1 to (21), (22), and (23), we have the highly simplified equations presented in theorem 2.

Illustrative Example 1: Given the moduli set \( \{2^{2n+1} + 1, 2^{2n+1}, 2^{2n+1} - 1\} \), perform the scaling of an integer \( X = 89 \) for \( n = 1 \).  
Solution  
Given the moduli set \( \{2^{2n+1} + 1, 2^{2n+1}, 2^{2n+1} - 1\} \); When \( n = 1 \), the moduli set is \( \{9, 8, 7\} \) and \( M = 9 \times 8 \times 7 = 504 \), \( X = 89 < 504 \).

4. HARDWARE IMPLEMENTATION  
The hardware realization of the proposed scaling algorithm is discussed below. We implement the algorithm for channels one, two and three. A general architecture is proposed for the proposed scaling algorithm. Given the moduli set \( \{2^{2n+1} + 1, 2^{2n+1} - 1\} \), the residue digits \( x_1, x_2 \) and \( x_3 \) relative to the moduli set are \( 2n + 2 \) bits, \( 2n + 1 \) bits and \( 2n + 1 \) bits respectively.  
For the implementation of the \( m_1 \) channel given by;  
\[ y_1 = \left\lfloor \frac{x}{k} \right\rfloor_{m_1} = |x_2 - x_1|_{m_1} \]  
we shall have the following;  
\[ y_1 = |x_2 + \bar{x}_1|_{m_1} \]  
(24)  
Since \( x_1 \) is a \( 2n + 2 \) bit and \( x_2 \) a \( 2n+1 \) bit integers, then this can be written as  
\[ x_1 = (x_{2n+1}x_{2n}x_{2n-1}...x_{1,1}x_0)_{2n+2} \]  
\[ x_2 = (x_{2n+1}x_{2n}x_{2n-1}...x_{1,1}x_2_{0})_{2n+1} \]  
\[ \bar{x}_1 = (\bar{x}_{2n+1}x_{2n}x_{2n-1}...x_{1,1}x_0)_2 \]  
\[ -x_1|_{2n+1+1} = |2^{2n+1} + 1 - x_1|_{2n+1+1} = \bar{x}_1, \text{ where } \bar{x}_1 \text{ is the complement of } x_1. \]  
The two numbers to be added are of different bit lengths. To do so we ensure that they are of the same bit lengths. This can be done by adding a zero bit at the MSB position of \( x_2 \), and take the one’s complement of \( x_1 \).  
\[ |x_2 + \bar{x}_1|_{2n+1+1} = (0x_{2n+1}x_{2n}x_{2n-1}...x_{1,1}x_0)_{2n+2} + (\bar{x}_{2n+1}x_{2n}x_{2n-1}...x_{1,1}x_0)_{2n+2} \]  
(28)  
\[ x_i = X \mod m_i \text{ for } i = 1, 2 \text{ and } 3 \text{ as } [8, 1, 5] \]  
\[ y_1 = |x_1 + x_2|_{m_1} = |8 - 1|_9 = 2 \]  
\[ y_2 = |(2^{4n+2} + 2^{2n} - 1)(x_1) + (x_2)(2^{4n+2} - 2^{2n+1} - 1) + (2^{2n+1} + 2^{2n})(x_3)|_{2^{2n+1} - 1} = |(35 \times 8) + (55 \times 1) + (36 \times 5)|_{63} = 3 \]  
\[ y_3 = |x_3 + x_2 + x_1|_{m_3} = |1 - 4|_3 = 4 \]
The two numbers $x_2$ and $x_3$ are now of the same bit length that is $2n + 2$ bit and can be added together. The generation of $y_1$ requires two carry propagate adders (CPA). The two operands $x_2$ and $x_3$ are added by the first CPA with an End Around Carry (EAC) to produce a sum and a carry bit of 1. The second CPA adds the sum and carry bit in $2^{2n+1}$ modulo adder to produce a sum.

$$y_3 = |x_3 - x_2|_{2^{2n+1}}$$

$$y_3 = |x_3 - x_2|_{2^{2n+1} - 1}$$

$$|x_3 - x_2|_{2^{2n+1} - 1} = \left(\begin{array}{c} x_{3,2n}x_{3,2n-1}...x_{3,1}x_{3,0} \\ x_{2,2n}x_{2,2n-1}...x_{2,1}x_{2,0} \end{array}\right)_{2^{2n+1} - 1}$$

The two numbers $x_2$ and $x_3$ are of the same bit length $(2n + 1)$ and can be added together. To do so, the complement of $x_2$ is taken, resulting in the following equation below.

$$|x_3 + \overline{x_2}|_{2^{2n+1} - 1} = \left(\begin{array}{c} x_{3,2n}x_{3,2n-1}...x_{3,1}x_{3,0} \\ \overline{x_{2,2n}}\overline{x_{2,2n-1}}...\overline{x_{2,1}}\overline{x_{2,0}} \end{array}\right)_{2^{2n+1} - 1}$$

The result $y_3$ can thus be generated using two operands $x_2$ and $x_3$, a CPA, and an inverter. The inverter will generate the complement of $x_2$ and $x_3$ will add the two operands $x_3$ and $\overline{x_2}$ to generate the required results.

The $m_2$ channel can be implemented to generate $y_2$ as follows.

$$y_2 = \left(\begin{array}{c} 2^{4n+1} + 2^{2n} - 1 \end{array}\right)_{2^{2n+1} - 1}$$

$$x_1 = (x_{1,2n+1}x_{1,2n}...x_{1,1}x_{1,0})_{2n+2}$$

$$x_2 = (x_{2,2n}x_{2,2n-1}...x_{2,1}x_{2,0})_{2n+1}$$

$$x_3 = (x_{3,2n}x_{3,2n-1}...x_{3,1}x_{3,0})_{2n+1}$$

The negation of $x_2$ will require the complement of (35). This is done below.

$$-x_2 = (\overline{x_{2,2n}}\overline{x_{2,2n-1}}...\overline{x_{2,1}}\overline{x_{2,0}})_{2n+1}$$

Now we expand equation (33) as follows:

$$y_2 = \left(\begin{array}{c} 2^{4n+1}(x_1) + 2^{2n}(x_1) - (x_1) \\ 2^{4n+2}(x_2) - 2^{2n+1}(x_2) - (x_2) \\ 2^{4n+1}(x_3) + 2^{2n}(x_2) \end{array}\right)_{2^{2n+1} - 1}$$

Let $g_1 = (2^{4n+1}(x_1))$, $g_2 = 2^{2n}(x_1)$, $g_3 = (-x_1)$, $h_1 = 2^{4n+2}(x_2)$, $h_2 = -2^{2n+1}(x_2)$, $h_3 = (-x_2)$, $i_1 = 2^{4n+1}(x_3)$, and $i_2 = 2^{2n}(x_3)$

Now we define the following properties of modulo $2^n - 1$ arithmetic proposed by [9].

Property 1: Multiplying an n-bit binary number $x$ by r power of two in modulo $2^n - 1$ is equivalent to a circular left shift operation.

$$\rightarrow |2^r x|_{2^n - 1} = CLS_n(x, r)$$

where $CLS_n(x, r)$ denotes a circular left shift of n-bit binary number $x$ by r bits to the left.

Property 2: $|2^{-r} x|_{2^n - 1} = CLS_n(x, r)$ where $x$ is the one’s complement of $x$.

Applying properties 1 and 2 to equation (38) will yield the following:

$$g_1 = (2^{4n+1}(x_1))_{2^{2n+1} - 1} = CLS_{4n+2}(x_1, 4n + 1)$$

$$g_2 = (2^{2n}(x_1))_{2^{2n+1} - 1} = CLS_{4n+2}(x_1, 2n)$$

$$g_3 = (-x_1) = (\overline{x_{1,2n+1}}\overline{x_{1,2n}}...\overline{x_{1,1}}\overline{x_{1,0}})_{2n+2}$$

$$h_1 = 2^{4n+2}(x_2)_{2^{2n+1} - 1} = CLS_{4n+2}(x_2, 4n + 2)$$

$$h_2 = -2^{2n+1}(x_2)_{2^{2n+1} - 1} = CLS_{4n+2}(x_2, 2n + 1)$$

$$h_3 = (-x_2)_{2^{2n+1} - 1} = (\overline{x_{2,2n}}\overline{x_{2,2n-1}}...\overline{x_{2,1}}\overline{x_{2,0}})_{2n+1}$$

$$i_1 = (2^{4n+1}(x_3))_{2^{2n+1} - 1} = CLS_{4n+2}(x_3, 4n + 1)$$
\[ \begin{align*}
I_1 &= (x_{3,2n}x_{3,2n-1} \ldots x_{3,1}x_{3,0} 00 \ldots 00)_{4n+1} \\
I_2 &= |(2^{2n}(x_3))|_{2^{4n+2}} = CLS_{4n+2} (x_3, 2n) \\
I_2 &= (x_{3,2n}x_{3,2n-1} \ldots x_{3,1}x_{3,0} 00 \ldots 00)_{2n} \\
G &= g_1 + g_2 + g_3 \\
H &= h_1 + h_2 + h_3
\end{align*} \]

Equation (38) can now be written as:
\[ y_2 = \|G + H + I\|_{2^{|4n+2|-1}} \]

The implementation of channel two will require a Carry Save Adder with End Around Carry (CSA EAC) to add G, H and I. This will generate a sum and a carry bit. A Carry Propagate Adder (CPA) will be required to add the sum and the carry bit in modulo 2\(^{2n+1}\) to obtain the desired result \(y_2\).

The proposed architecture of the algorithm is shown in figure 1.

![Figure 1: Hardware architecture of proposed RNS scaling algorithm](image)

**4.1 Performance Evaluation**

In order that we evaluate the performance of the proposed scaling algorithm, it is compared with similar scaling scheme proposed by Chip-Hong Chang and Jeremy Yung Shern Low in 2011.

The Unit-Gate model which is used to analyze the delay and area consumption of the Chang Scaler is adapted to do the analysis. The model is adapted in order that we have the same terms for unbiased comparison. The proposed algorithm is FA based architecture. The Unit – Gate model asserts that, a two input monotonic gate such as AND or NAND gate is said to have one unit of area and one unit of delay. And a XOR gate consumes two units of area and two units of delay. An inverter is deemed to have a negligible fraction of a unit and therefore, has zero units of area and delay. Based on the model adapted, FA has seven units of area and four units of delay.

The area and delay for each residue channel can independently be evaluated by analyzing the area and time complexity of the logic gate implementation adapted for the hardware architecture. According to [30], the area and delay for the diminished – one mod 2\(^{n+1}\) adder are 4.5\(n\log_2 n\) + 0.5\(n\) + 6 and 2\(\log_2 n\) + 3 units respectively. From Fig.1, we require an inverter to complement \(x_1\). The operands \(x_1\) and \(x_2\) are first added using a Carry Propagate Adder with End Around Carry. A sum and a carry bit is generated and then added by another Carry Propagate Adder with a constant carry - in bit of 1 to yield a sum. Since an inverter has zero units of area and delay, the focus is on the adders. The area and delay of the first channel are: 2(4.5\(n\log_2 n\) +0.5\(n\)+6) and 2(2\(\log_2 n\)+3) respectively. The channel two shown in Fig 1 requires 2\(n+1\) bit CSA with EAC and mod\(2^{2n+1}\) adder to implement. The CSA requires 2\(n+1\) FAs to be implemented and a FA has seven units of area and four units of delay. The CSA will therefore require 7\(n\) units of area and 4 units of delay. The CPA will require 6\(n\log_2 2n + 1\) + 24\(n\) units of delay.
area and 2\(2\log_2 2n\) + 3 of delay. The total area for the second channel would be 6n\[\log_2 n\] + 31n units. The total delay for the same channel would be 2\[\log_2 n\]+4 units of clock cycles. Channel three will be implemented using an inverter, for the one’s complement of one operand and a Ling modulo \(2^{2n+1} - 1\) adder. Based on the Ling modulo adder [31], estimated area and delay for channel three are 3n\[\log_2 2n - 1\] + 12n and 2\[\log_2 n - 1\] + 3 respectively. We present the decomposition of area and delay of each channel in the tables 2 and 3 respectively.

<table>
<thead>
<tr>
<th>S</th>
<th>Channel</th>
<th>(A_{CPA})</th>
<th>(A_{other})</th>
<th>(A_{Total})</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>(m_1)</td>
<td>2(4.5n[\log_2 n]+0.5n +6)</td>
<td>0</td>
<td>2(4.5n[\log_2 n]+0.5n +6)</td>
</tr>
<tr>
<td>C</td>
<td>(m_1)</td>
<td>3n[\log_2 n - 1] +12n</td>
<td>0</td>
<td>3n[\log_2 n - 1] +12n</td>
</tr>
<tr>
<td>P</td>
<td>(m_2)</td>
<td>6n[\log_2 n] + 24n</td>
<td>7n</td>
<td>6n[\log_2 n] + 31n</td>
</tr>
<tr>
<td>C</td>
<td>(m_2)</td>
<td>6n[\log_2 2n] +24n</td>
<td>15n</td>
<td>6n[\log_2 2n] +39n</td>
</tr>
<tr>
<td>P</td>
<td>(m_3)</td>
<td>3n[\log_2 2n - 1] +12n</td>
<td>0</td>
<td>3n[\log_2 2n - 1] +12n</td>
</tr>
<tr>
<td>C</td>
<td>(m_3)</td>
<td>4.5n[\log_2 2n] +0.5n+6</td>
<td>7n+6</td>
<td>4.5n[\log_2 2n] +7.5n+12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S</th>
<th>Channel</th>
<th>(A_{CPA})</th>
<th>(A_{other})</th>
<th>(A_{Total})</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>(m_1)</td>
<td>2(2[\log_2 n]+3)</td>
<td>0</td>
<td>2(2[\log_2 n]+3)</td>
</tr>
<tr>
<td>C</td>
<td>(m_1)</td>
<td>2[\log_2 n - 1] +3</td>
<td>0</td>
<td>2[\log_2 n - 1] +3</td>
</tr>
<tr>
<td>P</td>
<td>(m_2)</td>
<td>2[\log_2 n] +3</td>
<td>4</td>
<td>2[\log_2 n] +7</td>
</tr>
<tr>
<td>C</td>
<td>(m_2)</td>
<td>2[\log_2 n] +3</td>
<td>5</td>
<td>2[\log_2 n] +8</td>
</tr>
<tr>
<td>P</td>
<td>(m_3)</td>
<td>2[\log_2 n - 1] +3</td>
<td>0</td>
<td>2[\log_2 n - 1] +3</td>
</tr>
<tr>
<td>C</td>
<td>(m_3)</td>
<td>2[\log_2 n] +3</td>
<td>6</td>
<td>2[\log_2 n] +9</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper, an efficient RNS scaling algorithm based on the new moduli set \(\{2^{2n+1} + 1, 2^{2n+1}, 2^{2n+1} + 1\}\) is proposed. The full adder based implementation is used. The proposed algorithm has been evaluated based on dynamic range (DR), area and delay and compared with the state of the art scheme [4]. The proposed Algorithm outperforms the scheme in [4] in terms of DR, area and delay with the percentages as 98%, 18.4% and 21.7% respectively in favour of the proposed algorithm.
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