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ABSTRACT 
This paper essentially analyses the sequential pattern of 

mining algorithms. The discovery of Association relationship 

seeks more attention in data mining due to the constantly 

increasing amount of data stored in the real application 

system. Mining for association rules has its usage in several 

areas of business such as the process of decision making and 

the development of customized marketing programs & 

strategies. Therefore, the primary objective of data mining is 

to transform “data into knowledge”. As a result of which, 

mining association rules from enormous databases has been a 

significant topic in  recent  research  for  knowledge discovery   

in databases. 

It is known that database can be both dynamic and static. 

Static databases are the ones that do not change or alter with 

the passage of time. On the other hand, in dynamic databases, 

various new transactions append as time passes by. This 

might result in the production of some new itemsets while it is 

possible that certain frequent itemsets might as well become 

invalid. Therefore, in dynamic databases, the maintenance of 

large  itemsets can be extremely expensive, in case rerun of 

previous mining algorithms on updated database is applied as 

it repeats a major portion of work done during previous 

computations. Apart from this, there is also lack of space for 

the storage of all the data and its processing. Therefore, it is 

recommended that instead of finding enormous itemsets 

again, certain heuristics be used for mining of dynamic 

databases. It brings forth the study of sequential pattern- 

mining algorithms, classified into five varied classes. 

1. on the  basis  of  Apriori-based algorithm. 

2. on   the   basis   of  FP-Growth Algorithm. 

3. on    the    bassis    of    Fast    Algorithm. 

4. on       Partition       Based     Algorithm. 

5. on the basis of Fast Update algorithm. 
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1. INTRODUCTION 
It can be said that the topic of Sequential Pattern mining is 

primarily concerned with looking for statistically approved 

patterns between different data examples where the valuesare 

delivered in a sequence. Usually, it is presumed that the values 

are distinct and therefore, we can say that time series mining 

is also closely related and similar, but it's usually considered  

a separate activity. Sequential pattern mining is also known  

as a special case of structured data mining. 

 

2. CATEGORIS OF PATTERN MINING 

ALGORITHM SEQUENTIALLY 
Algorithms for sequential pattern mining can be classified 

into the following classes:- 

1. Apriori-likealgorithms 

2. BFS  Breadth  First  Search)-based algorithms 

3. DFS   (Depth   First   Search)-basedalgorithms 

4. closed   sequential   pattern   based  algorithms 

5. incremental-based algorithms 
 

2.1 Static Datamining 
Static Data Mining can be defined as one that uses static 

database for mining. There can be a wide range of static data 

mining algorithms such as Fp- Tree, Partition based algorithm, 

Apriori, Fast algorithmetc. 

2.1.1. Apriori Algorithm 
The most widely accepted static data mining algorithm-

Apriori is often described as a “fast algorithm used for mining 

association rules”. It is enforced by marketbasket data. Also, 

it effectively produces large itemsets along with candidate 

itemsets through the process of repeatedly scanning the 

database. 

Apriori algorithm is the one based on candidate set generation 

accompanied with the test method. The unresolved issue that 

often appears during the process of mining frequent relations 

is, repeated scanning of original database, large number of 

candidate generation along with workload of support counting 

of the candidates. Hence, there is a need to begin reduction of 

passes of transaction database scans, in order to lessen the 

number of candidates and to help with support counting of 

candidates. Apriori algorithm isn't efficient enough, regardless 

of it being the building ground for several efficient 

algorithms. 

Suppose there is a transaction database which includes 

customer sequences.  This  database is composed majorly by 

three  attributes: 

1. customer-id 

2. transaction time 

3. purchased-item 
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Decomposed with five steps, the mining process takes place 

as follows: 

Sort step: In this step, the transaction database is sorted 

according the customer- id. 

L-itemset step: The main goal of this step is to get the large 

itemsets from the sorted database, in accordance with the 

support threshold. 

Transformation step: In this step, the sequences are replaced 

by the huge itemset that they contain. In order to make the 

process of mining efficient, all of the large itemsets are 

mapped in the form of an integer series after which, the 

original database is transformed into set of customer 

sequences, of which the large itemsets are representative 

Sequence step: Now, from all the sequential database that is 

transformed, this step produces frequent sequential patterns 

and forms. 

Maximal step: This final step extracts the sequential patterns 

contained in several other super sequential patterns, since our 

prime concern is to obtain maximum sequential patterns. 

2.1.2. FP-Growth Algorithm 
Known to be an order of magnitude faster than the Apriori 

algorithm, FP-Tree is primarily used for mining static 

databases. This algorithm involves the generation process of 

frequent patterns and basically includes two processes: 

1. Constructing the FP-tree. 
2. Generating frequent patterns from the FP tree. 

This involves divide-and-conquer method and 2 scans of 

database are taken. Candidate itemsets generation does not 

takes place during these steps. 

Mainly, 2 approaches are followed to generate FP- Growth 

algorithm: 

 Generate a compact data structure FP tree 

Take some items directly from FP tree FP-Tree structure 

construction 

The frequent-pattern tree, commonly known as the 

FP-tree is basically a compact structure that helps in the 

storage process of quantitative information regarding frequent 

patterns formed in a database. One of the roots is labeled as 

“null” which comes with a set of itemprefix subtrees such as 

children along with a frequentitem- header table. 

 Each node located in the item-prefix subtree 

comprises of mainly three fields: 

o Item-name- It registers whichever 

item is being represented by the node. 

o Count- Its function is to count  the 

number of transactions represented 

by the path that reaches the node. 

o Node link- It connects a node to the 

next node  in  the  FP-tree  which  

carries   the same item name, or null 

in case there is none. 

 Every entry in the frequent-item-header table 

comprises of mainly two fields: oItem-name o 

Head of node-link: It can be described as a pointer to the very 

first node in the FP-tree which is carrying the item-name. 

2.1.3. Fast Algorithm 
Keeping a track of the frequency of the occurrences of the 

intriguing subsets of items termed candidates often the most 

time consuming task while discovering the association rules 

from the database. Therefore, this calls for a strong need to 

develop a  method that would avoid or lessen the production 

of candidates and would test and utilize some novel data 

structures to decrease the monetary cost in  frequent pattern 

mining. Fast algorithm makes  use of TreeMap- a structure in 

java that store key/ value pair. Furthermore, the Arraylist 

technique that majorly decreases the requirement of traversing 

through the database is also used. This also avoids excessive 

usage of storage memory. 

This algorithm brings forward an improvement of the 

candidate generation and also supports the counting of GSP 

algorithm. The generating and pruning method is used by this 

algorithm to produce and validate candidates,  according to 

the previous mining result. As per the Performance study, it  

is shown that the performance of this algorithm is better than 

previous algorithms used for the purpose of maintenance of 

sequential patterns in terms of speed. FASTUP includes the 

same limitations as GSP, nevertheless. 

2.2 Dynamic Data Mining 
Data Mining that primarily makes use of dynamic databases 

and considers all updates (insert, delete and update problems) 

into account is defined as dynamic data mining. There exists 

varied kinds of dynamic data mining algorithms such as Fast 

Update (FUp), incremental method that includes promising 

based algorithm along with probability based algorithm. 

2.2.1 Partition Based Algorithm 
Partition based algorithm's prime function is to divide the 

database into segments that lessens the number of database 

scans to two. This algorithm is used to reduce CPU as well as 

I/O overheads and is especially suitable for extremely large 

size databases. During the first scan, it divides the database 

into multiple partitions and generates frequent itemsets in 

various partitions separately by scanning the database, once in 

each partition. Then, during the second scan, counters for 

each of these itemsets are organized and their actual  strength 

is measured so as to decide if they are large enough for entire 

database. A major fraction of itemsets would turn out to be 

large if the items are evenly distributed across the partitions. 

2.2.2 Fast Update Algorithm 
When new transaction data is added to a transaction base, 

effective maintenance of discovered association rules, for 

which an incremental updating technique is used, called as 

FUp (Fast Update) algorithm. In this technique, we segregate 

winners (ones that remain large in updated database) from 

losers (ones that aren't large in updated database) among all 

other large items in the original database and also find new 

winners that are large in original database (DB) and 

incremental database (db) i.e. (DB U  db). This algorithm is 

known to be 2 to 16 times faster than the Apriori. 

3. NEW STATIC DATA MINING 

ALGORITHM (PAPRIORI) 
Based upon basic data mining algorithm(Apriori), PAPRIORI 

algorithm is used to generate frequent itemsets uniformly in 

static database through the process of reading K transactions 

at a time. For the initial K transactions, m large itemsets will 

be produced and then, for next K transactions m, m+1 large 

itemsets will be produced consecutively and so on. This 

algorithm is based on the followingconsiderations 
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 Those itemsets that do not satisfy minimum support 

or are counted initially are termed as 'Estimated 

Infrequent' (EI) itemsets. 

 Estimated Frequent (EF) itemsets are the ones 

satisfying the minimum support threshold. 

 Itemsets that have been counted throughout the 

whole database only once and they satisfy minimum 

support are called as Confirmed Frequent(CF). 

 The itemsets that are counted throughout whole 

database once and do not satisfy minimum support 

are termed as Confirmed Infrequent (CI). 

 Following are the steps followed in thisalgorithm: 

Step 1: Initially, set all itemsets as 

Estimated Infrequent (EI) itemsets. 

Step2: Now, go on to read the database with 

K transactions at a time (until transaction 

reads is less than the total number of 

transactions in database). 

 Keep increasing the counter for the itemset for 

every transaction. 

 For every itemset that belongs to Estimated 

Infrequent, if value of counter satisfies minimum 

support, then label the itemset as Estimated 

Frequent. 

 The immediate superset of itemsets is set as EI if 

they belong to      either      EF      or       CF. 

 For every itemset that belongs to Estimated 

Frequent, if it is read throughout the whole database 

once, it is moved to the CF. 

 On the other hand, if any itemsets belong to the 

Estimated Infrequent and is read throughout the 

whole database once, it is moved to the CI. 
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5. CONCLUSION 
In the future, extensive research and experiments on the 

proposed algorithm will be brought forward. We have also 

proposed static data mining algorithm that helps generate 

itemsets progressively with minimal execution time at 

intermediate no. of transactions read. We are sure in the 

upcoming years, detailed research and well planned 

experiments could very well bring forth even more interesting 

details on this topic. 
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