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ABSTRACT 
The diagnosis of disease is difficult but critical task in 

medicine. Data mining is the process of extracting hidden 

interesting patterns from massive database. In the healthcare 

industry it plays a significant task for predicting the disease. 

Heart disease is a single largest cause of death in developed 

countries and one of the main contributors to disease burden 

in developing countries. Data mining is a more convenient 

tool to assist physicians in detecting the diseases by obtaining 

knowledge and information regarding the disease from 

patient’s data. By using data mining techniques it takes less 

time for the prediction of the disease with more accuracy. 

This paper aims at analyzing the various data mining 

techniques namely Decision Trees, Naive Bayes, Neural 

Networks, Random Forest Classification and Support Vector 

Machine by using the Cleveland dataset for Heart disease 

prediction. Few of the supervised learning algorithms are used 

for the prediction of heart disease. It provides a quick and 

easy understanding of various prediction models in data 

mining and helps to find the best model for further work. 
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1. INTRODUCTION 
Heart disease is the major causes of death among the people 

now-a-days. According to World Health Organization (WHO) 

estimation nearly 12 million of death occurs due to heart   

disease [4]. The WHO estimates almost the death rate would 

be increases to 23.6 million by 2030. In order to reduce the 

risk of heart disease, prediction should be done. Some of the 

attributes which predict the heart disease are age, sex, chest 

pain type, family history, ECG reading, cholesterol, blood 

sugar level [16]. 

Data mining helps to extract useful information and generate 

relationship among the attributes. Data mining is a discipline 

to realize knowledge from database. It is essential to find the 

best fit classification algorithm that has great accuracy on 

classification in the case of heart disease. 

2. LITERATURE SURVEY 
Heart disease is one of a major health problem in today’s life. 

In this paper, various data mining techniques introduced in 

recent years for heart disease prediction are analyzed. Many 

authors investigated on this area and applied various data 

mining techniques. In this section, some of their work along 

with the accuracy is shown in Table 1. 

 

Table 1: Various Supervised Learning Algorithm and its Accuracy 

Sl. No Author Year of 

Publication 

Techniques/ 

Methods used 

Accuracy Tools Used 

1. Resul Das et.al., 2008 Neural Network in 

classification 

89.01% 

 

SAS enterprise 

miner 5.2 

2.  M.Anbarasi et.al., 2010 Naïve Bayes 

Decision tree 

Classification via 

clustering 

Naïve Bayes 

96.5% 

99.2% 

88.3% 

 

Weka  

3. A.Q.Ansari et,al., 2011 Neuro-fuzzy 

intergrated system 

Maximum 

accuracy has 

been obtained 

Weka  

4. Chaitrail et.al., 2012 Neural Network  100% 

 

Weka  

5. T.John et.al., 2012 Navie Bayes 

Multilayered  Feed 

forward  

85.18% 

78.88% 

Weka  

6. Nidhi Bhatla et.al., 2012 Decision tree 

Naïve Bayes 

ANN 

89% 

86.53% 

85.53% 

 

Weka  
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7. Jesmin  Nahar 

et.al., 

2013 Computational 

Intelligence 

Expect result can 

be produced by 

implementing 

data in naïve 

bayes. 

 

 

Weka  

8. K.Thenmozhi 

et.al., 

2014  Naïve Bayes 

Decision tree 

Neural  Network 

94.44% 

96.60% 

99.25% 

 

Weka  

9. Deepali Chandna 2014 Adaptive Neuro-

fuzzy inference 

system (ANFIS) 

98.24% Weka and 

MATLAB 

 

10. Tamilarasi et.al., 2015 Naïve Bayes 

KNN 

J48 

CART 

ANN 

85.92% 

100% 

91.85% 

95.92% 

99.25% 

 

 

Weka  

11. K.Aravinthan 

et.al., 

2016 Naïve Bayes 

J48 

ANN 

 

81.3% 

80.09% 

82.56% 

 

 

Weka  

 

3. METHODOLOGY 
The task of data mining in this research is to find out the best 

algorithm for the prediction of heart disease. The research 

applied in the following supervised learning algorithms like 

Decision tree, Naïve Bayes, Random Forest Tree, KNN and 

Support Vector Machine. These algorithms are used to 

classify and develop a model to diagnosis heart disease in the 

patients. 

The objective of this research is to predict heart disease from 

the patient dataset using data mining techniques and to 

determine which model gives the better percentage of 

accuracy in the prediction of disease.  

3.1. Data Source 
The data set used for this work is from UCI Machine Learning 

repository in which the Cleveland heart disease dataset is 

used. The dataset has 303 instance and 76 attributes. However 

only 14 attributes are used in this paper. These 14 attributes 

are the mostly consider factors for the heart disease prediction 

[16]. Even though it has 303 instances of which only 297 are 

complete and the remaining rows contain missing values and 

removed from the experiment.  

3.2. Proposed Framework 
The classification algorithm in data mining is used to analysis 

the heart disease prediction. In this research work we used to 

deal with the data mining problem which is concerned with 

prediction. Data Mining is one of the most common tasks 

used to build models for the prediction of the class of an 

object on the basis of its attributes. The data classification 

process involves learning and classification. In Learning the 

training data are analyzed by classification algorithms. In 

classification, test data are used to estimate the accuracy of 

the classification rules. 

4. RESULTS AND DISCUSSION 
In this section the collected heart disease dataset is 

implemented in the various classification algorithms like 

decision tree, Naïve Bayes, Neural Network and Support 

Vector Machine. Orange is the tool used for the experiment. It 

is a component-based visual programming for data 

mining, machine learning and data analysis. 

The parameters/attributes used in the research work are: A1 – 

Age, A2 – Gender, A3 – CP (Chest pain), A4 – Resting blood 

pressure, A5 – cholesterol, A6 – fast blood sugar > 120 (1,0) 

A7 – rest ECG(normal, abnormal), A8 – Max HR(Heart 

Rate), A9 –Exercise induced angina (0,1), A10 – ST by 

exercise(0.5,2.5,1.6,2.5….) A11 – slope peak exercise ST, 

A12 – Major vessel colored(3.00,2,0,1,3…), A13 – 

thal(normal, fixed defect, reversible defect-heart status), A14 

– Diameter Narrowing (0,1). 

The following figure shows, how the classification algorithms 

are created in orange tool. This tool contains various widgets. 

Among those widgets, we select the classify widget to 

perform the experiment and it is shown in the following Fig 1. 

From the prediction algorithm, the classification tree produced 

95.4% of accuracy. Similarly the accuracy for the other 

algorithms are given in table 2. 

Table 2: Classification Algorithms and Accuracy 

Methods used Accuracy 

Percentage 

Classification tree 95.4% 

Naïve Bayes 81.7% 

KNN 75.7% 

Random Forest 

Classification 

96.3% 

SVM 100% 

 

The confusion matrix generated in orange tool calculates the 

accuracy and specification measures. The matrix validates the 

effectiveness of the algorithms and finally concluded that 

support vector machine produced 100% accuracy for the 

prediction of disease. 

 

https://en.wikipedia.org/wiki/Machine_learning
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Fig 1: Classify widget 
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5. CONCLUSION 
The paper discussed how different types of supervised 

learning algorithms are used to diagnosis the heart disease and 

also observed that how these algorithms performed better 

results by applying in Orange tool. The analysis shows that 

different technologies used in all the papers by taking 

different number of attributes. In some papers, it shows that 

ANN given the accuracy of 99.25% in prediction of heart 

disease [10].  On the other hand, it is also given that Decision 

tree has performed well with 99.2% accuracy in prediction of 

disease [2]. So, it is concluded that different algorithms 

produced different accuracy depends upon the attributes taken 

and tools used for implementation. Also support vector 

machine produced 100% result and can be effectively used in 

prediction of heart disease in patients in the proposed work. 

Future work should be focused on attribute reduction and 

these attributes are reduced based on fuzzy logic concept. This 

work can be further extended by working with different heart 

related datasets from various health care organizations and 

also we can test the accuracy using real time datasets. 
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