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ABSTRACT 
This report presents an automatic drowsy driver recognition 

and accident prevention system that is based on facial 

expressions changes. The key reason of traffic incidents could 

be because of drowsiness due to the number of years driving. 

Examining the facial expression can provide offer the 

prediction of driver’s drowsiness to create the caution for the 

driver. Therefore, this report presents the drowsiness 

recognition approach for applying in vehicles. Our approach 

is accomplished by having a driver’s facial image, searching 

the facial characteristics by image handling and analyzing the 

driver’s drowsiness stage by utilizing hybrid technique.  
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1. INTRODUCTION 
The word “drowsiness” is employed here to refer to their state 

of reduced alertness, frequently associated with performance 

and psychophysiological improvements that may bring about 

lack of alertness. The word “driver somnolence” is widely 

used to explain this disorder, especially on police incident 

reports and in incident data files [1].Many of deaths could 

possibly be eliminated if driver drowsiness was precisely 

monitored and individuals were given early warnings. Driver 

drowsiness, which is a type of excessive sleepiness, occurs 

when people are driving for extended periods of time in 

monotonous environments, such as for instance highways [2]. 

Many studies have been conducted on driver drowsiness 

detection. Yan Zhang et al. [3] detected driver drowsiness by 

using SVM with Boost-LBP features to analyze the facial 

expression images. Arun Sahayadhas et al. [4] focused on 

developing a system that can detect hypo vigilance, which 

includes equally drowsiness and inattention applying 

Electrocardiogram (ECG) and Electromyogram (EMG) 

signals. ECG and EMG signals combined with the video 

recording have already been gathered through the entire 

experiment. Chih-Jer Lin et al. [5] detected driver drowsiness 

by using embedded system which wasn’t developed in past. 

The biomedical signal handling have already been applying to 

solve biochemical sciences issues, such as for example mind-

brain imaging technology, examining cranial nerves 

productive dynamic distributed and further brain information 

processing mechanism. Leng, Lee Boon et al. [6] driver 

drowsiness detection system had been developed as mobile 

device application such as Percentage of Eye Closure 

(PERCLOS) measured by using mobile device camera. Gang 

Li et al. [7] used wearable EEG process which is made up of a 

Bluetooth-enabled EEG headband and a commercial smart 

watch was applied to evaluate the model in a real-time way. 

 

The previous system only concentrate on either bio-signal or 

driver behavior with single methods. Our system uses 

combined technique to make the detection system more 

accurate. 

2. EXPERIMENT 
 

 
 

Fig 1: A flowchart of the proposed vigilance monitoring 

system 

 

2.1 Image Acquisition System 
Image understanding of visible behaviors starts with picture 

acquisition. The picture acquiring techniques have already 

been significantly recognized and applied. The objective of 

picture acquisition is to acquire the consecutive facial images 

of the driver face in real time. There is a camcorder is used to 

take the video of the driver and change into image frames. 

The size of the image should be 92*112 pixels. 

2.2 Image Processing And Extract Visual 

Cues 
Image processing is to image analyses the extraction of 

meaningful information from images and handling of images 

applying mathematical operations by utilizing any form of 

signal processing and image ROI extraction (face orientation 

and eyes moment) then detect the facial expression by using 

hybrid method. 
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2.3 Hybrid Technique To Detect 

Drowsiness 
Neural system architectures are inspired by types of our 

personal minds and nerve cells. [1] As an example, a neural 

system for handwriting acceptance is described some 

feedback neurons which might be triggered by the pixels of an 

input image. [4] Similarly a neural network based algorithms 

are determined the amount of fatigue by measuring the facial 

expressions of driver accordingly. There are different learning 

methods are used to detect the fatigue like supervised, 

unsupervised and reinforcement learning. For example, 

itenderpal singh et al. [6] used the viola jones algorithm to 

detect the face which discovering the feedback picture method 

of sub screen effective at finding features. 

The idea of unclear collection is just a type with unsharp 

boundaries. It offers a cause for basis for a qualitative method 

of the evaluation of complicated methods where linguistic as 

opposed to statistical factors are applied to describe program 

behaviour and efficiency. Fatigue is an application of fuzzy 

physical state.it cannot be quantified fairly so, they used pcs 

to utilize the fuzzy reasoning and establish the degree of 

fatigueness. [8] The facial characteristics such as for example 

vision and mouth opening, they need to fuzzily the values of 

those characteristics for the fuzzy sensation inference. For 

reaching this goal, the dimensions that they calculated for 

Mouth Opening, vision Opening, and Eyebrow Constriction 

are protected into five distinctive fuzzy units: very low, low, 

moderate, high, and very high; and dimensions acquired on 

Mouth edges Displacement is protected into three distinctive 

fuzzy units: LOW, MODERATE, and HIGH. And eventually, 

every secondary function is protected into two fuzzy units: 

LOW and HIGH [12]. 

2.4 Performance Evaluation 
This paper has developed and executed planned method in 

MATLAB software R2013a. The planned algorithm is 

extremely a lot better than present practices. A contrast is 

drawn between most of variables and particular tables and 

figures display most of results. 

We have the acquired images which we choose from the 

video, Images like normal, drowsy, sleepy. Partial drowsy, 

partial sleepy etc.  

If value of the image < 20 

Results are Normal 

 

If value of the image < 20 < 40 

Results are Drowsy and generate alert alarm 

 

If value of the image < 40 < 100 

Results are Sleepy and warning alarm is generate 

 

Normal image 

 

Drowsy image 

 

Sleepy image 

 

Partial drowsy image 

 

Partial sleepy image 

 
Fig 1: Results of Proposed Technique 

 

Table 1 

 

Image Normal Drowsy Sleepy 

Normal 70.2244 14.7673 15.0083 

Drowsy 10.4035 74.8884 14.7082 

Sleepy 15.7387 5.6791 78.5822 

Partial 

Drowsy 

29.3059 41.5110 29.1831 

Partial Sleepy 22.3681 21.7748 55.8571 

 

 

Normal image 

 

Drowsy image 

 

Sleepy image 

 

Partial Drowsy image 
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Partial Sleepy image 

 
Fig 1: Results of Proposed Technique 

 

Table 2 

 

Image Normal Drowsy Sleepy 

Normal 82.3544 5.4291 12.2164 

Drowsy 13.6820 76.4508 9.8672 

Sleepy 14.9530 9.9217 75.1253 

Partial 

Drowsy 

20.5210 52.7409 26.7382 

Partial Sleepy 30.7996 23.3330 45.8674 

 

3. CONCLUSION 
In this report, we have examined the existing state of the 

information about driver inattention monitoring. Driver 

inattention increases driving risk and has changed into a 

significant aspect in a considerable percentage of traffic 

accidents. However, centred on a review of the literature, we 

classify driver inattention into two main categories—

distraction and fatigue. The proposed system detects the 

driver drowsiness level based on facial expressions which are 

recognized by using neural networks and fuzzy logic. By 

applying the hybrid technique system gets the accurate 

results. 
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