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ABSTRACT 
Variant identification is a fundamental part in the analysis of 

genetic diseases. Variants are the alterations which occur in 

the arrangement of nucleotide in the DNA sequence. Genetic 

diseases are caused by variations occurring in genes which 

may cause change in protein, affecting the survival and 

adaptation of an individual. A number of computational 

techniques are applied to identify these variant. Precise 

diagnosis of genetic diseases is important for proper treatment 

of patients and to determine explicit prevention strategies. 

Introduction of next generation sequencing (NGS) techniques 

in the past have made large number of DNA sequences easily 

available. This has made variant identification using NGS 

data a area of interest. This paper briefly discussed the 

analysis steps followed for NGS data analysis. This paper 

later explains in detail a few approaches that are used for 

identifying variants such as Support vector machine based 

approach, Machine learning based approach, MOSAIK: hash-

base approach, Bayesian statistical based approach, JointSLM 

based approach. 

Keywords 
Variants, Variations, Mutations, Genetic Disease, Variant 

Identification. 

1. INTRODUCTION 
Every human has a unique DNA sequence and no two 

individuals are genetically identical. The structure of DNA is 

double helix which is made up of four nucleotides i.e. adenine 

(A), cytosine (C) and guanine (G), thymine (T). Base pair is a 

unit having pair of complementary nucleotides i.e. A-T, G-C. 

Human consists of approx       base pairs of DNA [1]. The 

DNA sequence of whole human genome is determined by 

DNA sequencing. DNA sequencing is a process of 

determining the arrangement of nucleotides. Any change in 

the arrangement of nucleotides in the DNA sequence causes 

alteration in genetic material of an individual which may leads 

to genetic disorders. Alteration in genetic material may result 

in abnormalities in the human. Evolution occurs due to 

multiple genetic variations in humans over time. 

Human genetics includes the understanding of gene structure, 

gene expression, gene mapping, disease association studies 

and genetic variations which occurs in humans inheritably. 

Thus genetic variations are the alterations in DNA sequence 

of humans. Genetic disorder occurs due to the presence of 

variants in DNA sequence [2]. There are various factors due 

to which genetic disorder can occur i.e. hereditary, new 

mutations, and environmental causes. Each genetic disease is 

caused by a number of variants and thus variant are 

identification will help in better diagnosis and treatment of the 

disease. Identification of these variations which cause genetic 

disease is quite challenging task. There are various ways to 

identify genetic defects such as hereditary counselling and 

pre-birth testing (genetic testing) [3]. Genetic testing provides 

limited information about an inherited condition. It cannot 

determine the symptoms of disorder from which patient is 

suffering. Computational techniques were introduced to 

improve the identification of genes which are responsible for 

diseases. Various computational techniques used for variant 

identification are briefly discussed in this paper i.e. JointSLM 

based approach, support vector machine-based approach, 

MOSAIK hash-base approach, machine learning based 

approach, Bayesian statistical based approach. JointSLM 

based approach is joint distribution approach in which Hidden 

Markov model is used to detect Copy Number Variants 

(CNVs). Support vector machine based approach is variant 

selection strategy in which rare variants are weighted and 

collapsed representing positive or negative relationship with 

disease. MOSAIK is a hash-base approach utilizing sequence 

mapping approach in which short read alignments are used to 

determine the combination of genotypes.  Machine learning 

based approach is a rule learning approach which uses subset 

of variant positions to detect the variations. Bayesian 

statistical based approach applies gene frequency estimation 

approach which estimate frequency from DNA pool to 

identify single nucleotide variants (SNVs).  

2. VARIATION 
Variations are the alterations which happen in the DNA 

sequence. Genetic variation is the change in the arrangement 

of nucleotides in the DNA sequence of an individual. In case 

of asexual organisms, occurrence of genetic variations is due 

to irregular mutations. Genetic variations in sexual organism 

occur due to the exchange of chromosome pairs. Genetic 

variation helps sexual organisms to adapt and survive in 

different climates and environments. 

There are various type of variations observed in humans, 

briefly discussed in Table 1 which includes continuous 

variation, discontinuous variation, phylogenetic variation, 

environmental variation. Continuous variation is the 

combined effect of various genes and affected by 

environmental factors i.e. weather, comfort of surroundings 

etc. Discontinuous variation is controlled by small number of 

genes and environment has little effect on this type of 

variation. 

Mutations are caused by the changes that occur in genomic 

sequence. These mutations maybe neutral or harmful or 

beneficial for humans. Mutations in the coding portion of 

DNA sequence cause genetic disorder which may alter the 

amino acid sequence of proteins [4]. Various types of 

mutations are discussed briefly in Table 2 which includes the 

brief description of small scale, large scale, germ-line, 

somatic, gain-of-function, loss-of-function, back or reversion. 
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Table 1 Difference between continuous and discontinuous 

variation 

Attributes 

 

Type of Variations 

Continuous 

Variation 

Discontinuous 

Variation 

Description 

Variations occur 

due to chance of 

segregation of 

chromosomes 

during gamete 

formation. 

Characteristics that 

are determined by 

different allele at 

single locus. 

Caused by 
Environmental 

conditions 

Diet, culture, 

lifestyle, climate 

Effect of 

genes 

Combined effect of 

many genes 

Controlled by 

alleles of single 

gene 

Feature 

measurement 

Features can be 

easily measured 

across complete 

range 

Features cannot be 

measured across 

complete range 

Example 
Length of hairs, 

height, shoes size 

Hair colour, blood 

group, eye colour 

 

Small scale mutations affect small genes in few nucleotides. 

Large scale mutations are mutations which changes from one 

generation to another which correspond to the repetition of 

triplets at DNA level (i.e. GCG, GAC). Germ-line mutation 

exists in parent germ cell which can be passed to future 

generations. A person having germ-line mutation will suffer 

variation in all cells of body. Somatic mutation is mutation 

which occurs in any cell of body spontaneously except germ 

cells (eggs and sperm) during person’s lifetime. Gain of 

function mutations are active mutations which change gene 

product stronger in which new allele is formed which express 

the mutation as dominant phenotypes. Loss of function 

mutations is inactive mutations which does not change gene 

product where allele has complete loss of function which 

expresses that these mutations are recessive. Back or reverse 

mutations is point mutation (i.e. single nucleotide base 

substitution, insertion, or deletion of DNA) which restores 

original sequence by compensating the gene sequence change. 

Mutations in DNA may cause various changes in the aspects 

of life of an individual [5]. Mutations are studied on the basis 

of chromosomal, gene and Phylogenetic based mutations. In 

chromosomal mutations, genetic information gets mutated 

during fertilization stage which may cause negative effects. In 

gene mutations, permanent alteration in the sequence of DNA 

occurs. In Phylogenetic mutation is the moment of genes from 

one population to another and affected by environment i.e. if 

environments are unstable then population that are genetically 

variable can adapt to changing situations than those which do 

not contain this variation. If more base pairs of DNA are 

influenced by mutation then this has a large impact on the 

individual’s lifestyle. Many analysts have started to estimate 

Dispersion of Mutational Impacts (DMEs) to analyze the 

effect of mutations in much better way. DMEs evaluate the 

effect of mutations on a number of variations occurring with 

its impact on natural system. Sometimes mutations combine 

with each other which changes the arrangement of base pairs, 

such phenomenon refers to Epistasis, because of this it 

becomes hard to get appropriate data about mutations [6]. 

 

Mutations are the major factor for the occurrence of genetic 

disorder. Study of genetic disorders is quite difficult because 

of different type of genetic disorders. Genetic disorders are 

divided into single-gene disorders; Multifactorial and 

polygenic disorders [7]. Single gene disorders include 

alterations in DNA sequence of single genes which is affected 

by heredity. Examples of single gene disorders are cystic 

fibrosis, galactosemia, and Huntington’s illness etc. 

Multifactorial disorders involve alterations which occur in 

different gene which is affected by environmental conditions. 

Examples of Multifactorial disorders are Alzheimers disease, 

breast ovarian cancer, colon cancer etc. Polygenic disorders 

include the combined activity of alleles (i.e. alternate form of 

genes) having genetic patterns which are highly complicated 

i.e. such disorder is controlled by several genes at once. 

Examples of polygenic disorders are heart disease, diabetes, 

some cancers etc. 

Table 2 Classification of various types of mutations on the 

basis of its effect on genes [8] 

Mutations Description Effects 

Small 

scale 

Deletion/ insertion of 

small number of 

nucleotides in the 

chromosome regions. 

Loss or gain of small 

genes in one or few 

nucleotides. 

Large 

scale 

Deletion of large 

number of 

nucleotides in the 

chromosomal regions 

Loss of genes, loss of 

one allele 

Germline 

Changes in DNA 

sequence which 

occur in germ cell. 

Genes transmit to 

next generation 

cause inherited 

genetic disease 

Somatic 

Changes in DNA 

sequence which 

occur in any cell 

except germ cell 

Causes cancer or 

other disease 

Gain-of-

function 

Change in DNA that 

result in the synthesis 

of protein with new 

function. 

Enhanced activation 

in which new allele 

is created. 

Loss-of- 

function 

Gene product with 

zero or less  

functionality 

The function for 

which allele encodes 

is lost 

Back/ 

reversion 

Alteration in DNA 

sequence to restore it 

back to the original 

DNA sequence 

Altered gene product 

that act as wild-type 

allele 

3. VARIANT DETECTION 

Genetic diseases are caused by variants and to detect these 

variants is quite difficult task. Some sequencing techniques 

are used to analyze the significance of variants in the 

occurrence of genetic disease by sequencing the nucleotides 

of DNA. Whole genome sequencing and whole exome 

sequencing are sequencing techniques which disclose the 

significance of the genetic variants [9], [10]. Whole genome 
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sequencing is a process of analysing DNA sequence of an 

individual at a single time. Whole exome sequencing is a 

technique of analysing the expressed genes in genome. 

Another technique used to detect variants is Next Generation 

Sequencing (NGS) is described in Figure 1 that includes the 

study of the order of nucleotides of DNA. NGS is a high 

throughput technique which divides a large DNA sequence 

into the small DNA fragments and arrange them in parallel 

[11], [12]. NGS techniques screen the successive expansion of 

nucleotides of immobilized DNA created from target tissue. 

NGS interrogates the whole genome to detect entire variations 

and disease causing genes. Such sequencing technique 

analyzes the reads for accurate diagnosis of disease [13]. NGS 

massively parallel technique allows million of reads to run 

simultaneously. Most reads come out as an output using mate-

pair sequencing. Such analysis of reads gives sequential data 

as a result that can be further used for identifying structural 

rearrangements of DNA [14]. There are number of NGS 

platforms such as Roche 454 (introduced in 2005), Illumina 

(introduced in 2006) and ABI SOLiD (introduced in 2008). 

DNA sequencing is done by dissecting the signals radiated 

during the formation of DNA strand. Major difference among 

these platforms is in the generation of DNA strand [15]. 

4. ANALYSIS STEPS FOR VARIANT 

IDENTIFICATION USING NGS 

 

Fig: Workflow of variant calling using NGS 

4.1. Quality Assessment of Raw Data 
The raw NGS data which is obtained from sequencing 

platforms have many sequencing faults such as base calling 

errors, low quality reads, INDELs and adaptor contamination 

[16]. These sequencing faults affect the quality of sequencing 

reads which make further analysis inaccurate. To remove such 

faults, quality assessment is done which analyze the basic 

quality statistics of the sequence reads and trim or correct the 

reads. To represent the quality statistics, nucleotide 

appropriation trimming of reads and various other 

arrangement properties such as primer contamination, N 

content and GC bias of particular sequence is obtained 

[15].FASTQ file have text -based format which can store 

sequence letter and its quality scores. Tools used for quality 

assessment are FastQC, NGSQC Toolkit [16] and PRINSEQ 

[17] etc. 

4.2. Alignment of Reads 
After obtaining the quality statistics of reads, the sequences 

are aligned with reference genome. Reference genome refers 

to digital nucleic acid sequence which is assembled from 

sequencing of DNA from various donors. NGS sequence 

reads align with reference genome using fast short read 

aligner. Various alignment program used to process short 

reads efficiently are Bowtie/Bowtie2 [18] [19], BWA [20] 

[21], MAQ [22] , mrFAST [23]etc. 

To select the alignment program some issues should be 

considered as follows:  

  Overcome the issue of vagueness where short sequences are 

aligned with reference genome, where paired-end sequence 

are demonstrated as significant arrangement which should not 

be used for entire exome and genome sequencing. Paired-end 

sequences refer to two ends of the same DNA sequence. [24]. 

  Sequences which are mapped with criss-crosses sequences 

should not be considered and mutations which occur on such 

reads should be rejected [15]. 

  In PCR (polymerase chain reaction) method, DNA library 

is generated through random fragmentation of genomic DNA. 

When NGS technologies fuse with PCR steps during library 

arrangements, then multiple sequences from each template 

may be sequenced which complicate the identification of 

variants. So, it is necessary to delete the PCR copies after 

alignment in whole-genome and whole-exome sequence [15]. 

 

4.3. Variant Identification 
Variant identification is very critical part in the analysis of 

NGS data. Disease gene identification deals with the study of 

identifying variants which are responsible for genetic disorder 

[25]. In the process of identification of variants, the detection 

of changes which are observed on many reads is necessary 

[26]. Variant identification techniques used to analyze the 

somatic mutations on the basis of raw data used [27]. Tools 

which are used for genome-wide variant identification 

consists of four classifications i.e. germline callers- CRISP 

[28], GATK [29], SAMtools [30], somatic callers- 

SomaticSniper [31], CNV identification- CNVnator [32], 

CONTRA [33] , SV identification- BreakDancer [34] and 

Breakpointer [35]. 

4.4. Annotation of Variant 
Variant annotation enables to prioritize the disease causing 

variants. NGS platforms produce large data and analyzing the 

functional impact of variants is very crucial. Various tools 

such as ANNOVAR [36], NGS-SNP [37], SVA [38], 

VARIANT [39], etc. are used for variant annotation which 

determines the significance of the detected variants in the 

sequence. VARIANT can distinguish among the basic 

properties of SNVs in coding and non-coding regions. 

ANNOVAR, NGS- SNP, SVA tools are used to analyze the 

structural impact on proteins which are based on region-based 

analysis instead of sequence based analysis 

4.5. Visualization of Data 
Data validation and visualization is an important step in the 

process of variant identification. Visualization of 

distinguished CNVs and Structural Variants (SVs) represents 

the global image of genomic arrangements and also capable of 

representing the information about reference genome, 

transcriptome and aligned reads [40]. NGS visualization tools 

used to represent aligned sequence, quality of mapping and 

detect variations/ mutations with its annotations 

[15].Visualization tools which are used for NGS data are 

divided into three groups i.e. tools which support the 

knowledge about sequence information of de-novo or re-

Quality Assessment of raw data 

Alignment of reads 

 

Variant Identification 

 

Annotation of variants 

 

Visualization of data 
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sequencing tests, genome browser that permit user to peruse 

the mapped data with various sort of annotations, comparative 

viewers which enhance the correlation of sequence from 

numerous people [41]. Genome browser is capable of 

displaying numerous 1D tracks. Two types of genome 

browser are web-based genome browser tool such as The 

Ensembl Genome Browser [42] and University of Santa Cruz 

(UCSC) Genome Browser [43]; and stand-alone genome 

browser tool such as Artemis [44], Integrative Genomics 

Viewer (IGV) [45]. 

5. COMPUTATIONAL APPROACHES 

FOR IDENTIFICATION OF 

VARIANTS OF GENETIC DISEASE 
Accurate diagnosis of genetic disease can be performed by 

using computational approaches which detect various classes 

of variations such as Rare Variants (RVs), Somatic Variants, 

germ-line variants, SNPs, INDELs, Multi Nucleotide 

Polymorphism (MNPs). Various computational approaches 

relevant for next generation sequencing data and variant 

calling are discussed as follows: 

5.1. JointSLM Based Approach 
JointSLM approach is the joint distribution of equation that 

defines Hidden Markov Model (HMM) of order one [61].  

This approach uses emission probability distribution   : 

       
 

    
     

 

 
 
   

 
     

 

   

 

Where   is associated to each state of markovian stochastic 

process;   is the variance and   is that whose conditional 

probability has to be calculated. 

In this approach global parameters (related to the similar 

family) of sequential process are analysed by using two step 

algorithm i.e. Baum-Welch algorithm and Viterbi algorithm 

used to find unknown parameters of HMM. This approach has 

ability to detect common shifts of various sizes and CNVs. 

The copy number of each DNA segment is analyzed by 

calculating the median of each segment. After calculating 

median of each segment, DNA copy number is estimated by 

rounding the median of each segment to nearest integer [62].   

After estimating DNA copy number, comparison is done by 

joint model with known CNVs [63]. 

JointSLM approach analyzes its performance by Area Under 

Curve (AUC) which provides the direct way to diagnostic 

decision making process.  

5.2. Support Vector Machine Based 

Approach 
Backward Support Vector Machine (BSVM) use variant 

selection strategy which analyzes rare variants that causes the 

disease. The approach detects the occurrence of the rare 

variants while weighting all variants. In the selection method, 

rare variants are weighted and are collapsed on the basis of its 

positive or negative relationship with disease. Two major 

steps used in this approach are (a) giving way and pooling of 

various rare single nucleotide variants together. (b) using 

appropriate weight plan to enhance pooled RVs. Various RVs 

are pooled together having high recurrence and impact are 

determined which is connected with quality scores in different 

directions which reduces the measurable power [46]. All rare 

variants are classified on the basis of measuring power which 

is based on frequency. Variants due to which disease occurs 

are consider as up-weighted and variants which have less 

impact on disease consider as down-weighted [46]. These 

down-weighted rare variants which have unbiased impacts are 

expelled backwardly from the entire list to hold only 

informative rare variants.  

Backward variable selection method detects rare variants on 

the basis of value of    (coefficient of determination) which is 

estimation of goodness for variant selection calculated using 

following equation [47] : 

     
            

 
   

        
       

 

Where       is estimated    where     is hyperplane function 

which linear transformation function    is the average of t 

where t is estimated by    to identify factors associated with 

disease, and [48]. Hypothesis analysis is used for variant 

selection procedure [49], [50]. This methodology has been 

applied to Type 1 Diabetes Mellitus (TIDM) dataset [51]. 

5.3. MOSAIK: A Hash-Base Approach 
MOSAIK is an open source program used for mapping 

sequence reads to a reference genome. MOSAIK uses hash 

clustering algorithm coupled with Smith-Waterman algorithm. 

In hash clustering approach, sequence reads are divided into 

sets of overlapping hashes and position of genes, where each 

hash can be queried from stored reference hash table [55]. 

Adelson-Velskii and Landis (AVL) tree [56], a self-balancing 

tree is used to cluster hash positions to form hash region. The 

hash clustering algorithm determines sequencing errors, SNPs 

and single base INDELs. After determining sequencing errors, 

alignment candidate region in AVL tree is determined. 

Alignment candidate region is that region in AVL tree which 

consolidate hashes. After identifying candidate region 

MOSAIK use Smith-Waterman algorithm to align sequence 

reads to candidate regions. This algorithm is used for aligning 

gapped sequence by analyzing all possible frames of 

alignment [57]. Smith-Waterman algorithm improves the 

performance by decreasing the runtime for aligning NGS data. 

On the basis of MOSAIK alignments, SNPs and INDELs calls 

are generated. FREEBAYES, Bayesian variant calling 

software [58] is used to identify SNPs, INDELs, MNPs etc. It 

uses short read alignments to determine the combination of 

genotypes at each position in reference genome. This software 

uses set of variants as a source of prior information and copy 

number variant map as an input to analyze the variation.  

5.4. Machine Learning Based Approach  
Machine learning is rule learning approach which is also used 

to identify variants of genetic disease. SNOOPER is an 

example of machine learning approach which uses a Leo 

Breiman RF classifier [52] is analyse the training information 

of substantial datasets [52]. This approach is categorized into 

three stages to identify the variants of genetic disease i.e. 

feature extraction; preparation stage and calling stage. The 

approach uses subset of variant positions as an input, obtained 

from the output of DNA sequencing which helps in detection 

of variations or sequencing error. For every variant position, a 

set of features are used for the identification of somatic 

variations. Feature extraction is performed on each somatic 

variant which is passed in quality filters. After extraction of 

features, components are standardized which are used for 

comparing the median value obtained from the subsets of 

variants [53]. Components are positioned and chosen by 

measuring Information Gain (IG) [54]. In preparing stage, 

detected variants are separated into two classes: false positive 

class (errors) and genuine positive class (variations). In calling 
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stage, Fisher’s exact test is used to analyse the sequence reads 

having reference and option allele between ordinary and 

disease related samples. SNOOPER has both ordinary and 

disease related files having two extra filters with BED format 

documents with germ-line (somatic) dataset. In calling stage, 

new disease related model and coordinated ordinary mpileup 

documents (document describing the base-pair information at 

each chromosomal position) are used to identify somatic 

variants. Output of calling stage a VCF (Virtual Contact File) 

document having somatic p-value calculated using the 

approach [53]. 

5.5. Bayesian Statistical Based Approach 
Bayesian model is a graphical model having various nodes 

which signifies different parameters. Model parameters 

are   , a global non-reference read rate which captures error 

rate across all position;     global precision which extracts 

false rate of variation across position in sequence;   , local 

precision that extracts the false rate of variation at j position 

across different replicates. Bayesian statistical model is used 

to estimate Non-Reference Allele Frequency (NRAF) i.e 

estimating the gene frequency from DNA pool and identify 

SNVs [59]. In such approach, variational-Expectation 

Maximization (EM) algorithm is used to detect the rare SNVs. 

The performance of variational EM algorithm is represented 

by Receiver-Operating Characteristic curves (ROCs) for 

NRAFs. ROC provides graphical representation to diagnose 

decision making process. In this algorithm a non-conjugate 

variational inference algorithm is developed to approximate 

posterior distribution using following equation i.e. 

             
            

        
 

where   is the posterior distribution, r is the number of reads 

with non-reference base in experimental replicate position;   

and   are latent variables; n is the total number of reads at 

experimental replicate location and   is maximization 

parameter. Variational EM algorithm has been applied to 

MTH1 gene (negative regulator of glucose-sensing signal 

transduction) to detect the mutations [60]. 

6. CONCLUSION 
The development of next generation sequencing technique has 

made available large volumes of raw DNA sequence data. 

This has revolutionized the variant identification process. The 

analysis process of NGS data is complex and consumes 

tremendous amount of effort and time. But NGS data is more 

efficient than any other sequencing data. Further development 

for variant identification of genetic disease requires extensive 

knowledge about genome variations. Advancements in 

sequencing technology and analytical tools are also necessary 

for accurate diagnosis of genetic disease. A number of tools 

are used in next-generation sequencing analysis and some of 

them have been listed. Various computational approaches are 

available to detect variants from NGS data and some of them 

are briefly explained in the paper. Such methods use different 

strategies such as feature extraction, variant selection and 

calling of variants are performed to determine the existence of 

disease at early stage. These procedures can detect various 

size, classes, position and frequency estimation of variations. 

These approaches help pathologists to identify different 

classes of variants. The power of NGS technology can be 

applied in various research areas including species 

identification, MZ twins study etc. It can be further help in 

forensic where DNA samples are limited. Most variant 

identification approaches focus on detecting one or two 

classes of variations. New and improved technique need to be 

developed which can detect all types of mutations 

simultaneously. Improvements can be made in genome 

amplification in which genome is amplified from nanogram 

quantity of DNA to microgram quantity. There is a need to 

develop advance tools that can collect phenotypic 

characteristics from image data.  
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