
International Journal of Computer Applications (0975 – 8887) 

Volume 167 – No.8, June 2017 

11 

MRI Brain Image segmentation using Adaptive 

Thresholding and K-means Algorithm 

 
I. M. Kazi 

Dept. of Computer Science 
College of Computer Science 

&Information Technology, Latur 

 

S. S. Chowhan, PhD 
Dept. of Computer Science 

S R T Marathwada University, 
Nanded 

 

U. V. Kulkarni, PhD 
Dept. of CS and Engineering 

SGGSIE&T, 
Nanded 

ABSTRACT 

Segmentation of human brain from MRI without human 

interference is a major challenge in the field of medical image 

processing. Brain segmentation is used to extract different 

features of the image for analyzing, interpretation and 

understanding of images. The objective of brain MRI 

segmentation is to precisely identify the major tissue 

structures in these image volumes. There are a number of 

methods exist to segment the brain. In this paper, we have 

implemented a new approach based on adaptive thresholding 

and K-means clustering algorithm, which is used to get 

cerebrospinal fluid (CSF), Gray Matter (GM), White Matter 

(WM) and others. In order to segment an image thresholding 

method is adopted but a fixed threshold is not appropriate for 

segmentation, if the background is rough, hence adaptive 

thresholding method is more suitable for segmentation and K-

means clustering algorithm is also used for segmenting MR 

brain image into K different tissue types, which include gray 

matter, white matter, and CSF. The efficiency and accuracy of 

the algorithm are proven by the experiments on the MR brain 

images.   
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1. INTRODUCTION 
Magnetic resonance imaging (MRI) is an important analytical 

imaging technique to obtain high quality brain images in both 

clinical and research areas [1], [2]. MRI scan creates pictures 

of tissues, organs and other structures inside your body using 

a strong magnetic field and radio waves. Magnetic resonance 

imaging (MRI) provides comprehensive images of living 

tissues. MR images are widely used for detecting tissue 

abnormalities such as cancers and injuries as well as for 

monitoring patients with neurodegenerative diseases such as 

Parkinson’s disease, Alzheimer’s disease (AD), epilepsy, 

schizophrenia and multiple sclerosis (MS) [2] – [5]. MRI is 

also used for studying brain pathology which gives useful and 

accurate clinical information. Brain tissue segmentation 

typically classifies voxels into grey matter (GM), white matter 

(WM), and Cerebrospinal fluid (CSF). Segmentation of MR 

brain images into different classes of tissue is a significant 

task for improving the understanding of many neurological 

disorders [2]. 

Image segmentation splits an image into its basic regions or 

objects. The level to which the subdivision is carried depends 

on the problem being solved. Segmentation of nontrivial 

images is the most difficult tasks in image processing. 

Segmentation accuracy decides the subsequent success or 

failure of the computerized analysis procedures [6]. Image 

segmentation is the essential step in image analysis, 

understanding, and interpretation and recognition tasks. 

Segmentation is the most important step in automated 

recognition system which has several applications in the field 

of medical imaging, satellite imaging, movement detection, 

security, surveillance etc. [7]. The segmentation of brain 

tissues into gray matter, white matter, and tumor on medical 

images is gaining tremendous acceptance with the advance of 

image guided approaches of surgery [8]. The aim of 

segmentation is to simplify and change the representation of 

an image into something that is more meaningful and easier to 

analyze. Image segmentation is frequently used to find objects 

and boundaries (lines, curves, etc.) in images [9]. The 

segmentation algorithm is based on the properties of gray 

level values of pixels. The different types of segmentation 

techniques are: (a) Edge based segmentation (b) Threshold 

Based Segmentation (c) Region Based Segmentation (d) 

Clustering (e) Matching [10]. 

2. SEGMENTATION TECHNIQUE 
In this paper, we are using adaptive thresholding and K-means 

clustering algorithm for MRI brain image segmentation. 

Thresholding is one of the commonly used methods for image 

segmentation [11]. Thresholding techniques detect a region 

based on the pixels with similar intensity values. This 

technique offers boundaries in images that contain solid 

objects on a contrasting background [10]. Thresholding 

technique gives a binary output image from a gray scale 

image. Using this method, the image is subdivided directly 

into different regions based on these intensity values of the 

pixels [12]. At present, threshold-based methods are classified 

into global and local thresholdings. If an image contains 

objects with homogeneous intensity or the contrast between 

the objects and the background is high, global thresholding is 

the best option to segment the objects and the backgrounds. 

When the contrast of an image is low, threshold selection will 

become difficult. Local thresholding can be determined by 

estimating a threshold value for the different regions from the 

intensity histogram [13]. 

Mathematically thresholding is defined as Eq. (1). Let f(x,y) 

be the input image and ‘T’ be the threshold value then the 

segmented image g(x,y) is given by, 

        
             

             
    (1) 

Using the above Eq. (1), the image can be segmented into two 

groups. If we want to segment the given image into multi 

groups then we should have multi threshold point [15]. 
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If we have two threshold values, then the above equation 

becomes as Eq. (2) and this equation segments the image into 

three groups  

         

              
                 
              

   (2) 

The significant parameter in image segmentation using 

thresholding technique is the choice of selecting threshold 

value T. In manual thresholding technique, the threshold value 

T can be selected by the user with the help of image 

histogram. In automatic threshold selection method, the value 

of T can be selected based on histogram, clustering, variance, 

means etc [10]. 

2.1 Adaptive Threshold  
Thresholding is called adaptive threshold when a different 

type of threshold is used for different regions in the image. 

This is known as local or dynamic thresholding [16]. 

Thresholding assumes that the image has pixel values 

generally different from the background [17]. This technique 

allows the threshold value T to change based on the slowly 

varying function of position in the image or on local 

neighboring hood statistics. Threshold T depends on the 

spatial coordinated (x, y) themselves. 

We adapt this technique with some optimization.  Following 

is the outline of adaptive thresholding: 

1) Binarize the image with a single threshold T 

2) Thin the thresholded image 

3) Remove all branchpoints in the thinned image 

4) All remaining endpoints are placed in the probe queue and  

used as a starting point for tracking 

5) Track the region with threshold T 

6) If the region passed testing, T=T-1, go to 5 

The adaptive thresholding algorithm calculated the local 

weighted mean just along the row, or pairs of rows, in the 

image using a recursive filter.  Here, we use symmetrical 2D 

Gaussian smoothing to calculate the local mean. This is 

slower but more general.  Median filtering is an alternative to 

the mean and offers the option of using a fixed threshold 

relative to the mean/median.  Although the potential 

advantage of median filtering being more robust the output is 

generated by using Gaussian filtering [18]. 

In this algorithm consider np represent the value of a pixel at 

point n in the image being thresholded. For the moment 

consider the image a single row of pixels composed of all the 

rows in the image lined up next to each other. 

Let fs(n) be the sum of the values of the s pixels at point n. 

           
   
         (3) 

The value of the resulting image T(n) is either 1 (for black) or 

0 (for white) depending on whether it is t percent darker than 

the average value of the previous s pixels. 

      
         

      

 
   

     

   
 

             

   (4) 

 

2.2 K-means clustering algorithm  
A Clustering is very useful techniques in MRI Segmentation, 

where it divides pixels into classes, without knowing prior 

information or training [19]. It classifies pixels with the 

highest probability of the same class. In the clustering 

technique, the training is done by using the pixel 

characteristics with properties of each class [15]. 

K-Means is the simple unsupervised learning algorithm for 

clusters. Clustering the image is grouping the pixels according 

to some features [20]. In K-means ‘K’ centers are defined, one 

for each cluster. These clusters must be placed far away from 

each other. The next step is to take a point fit in to a given 

data set and associates it to the nearest center. When no point 

is pending, the first step is completed and early grouping is 

done. In the second step, recalculate ‘k’ new centroids as 

barycenter of the clusters resulting from the previous step. 

After having ‘K’ new centroids a new binding has to be done 

between the same data set points and the nearest new center. 

A loop has been generated. Due to this loop, the k centers 

change their location step by step until centers do not move 

any more [15]. Finally, this algorithm aims at minimizing an 

objective function known as squared error function given by, 

                
   

   
 
     (5) 

Where, 

        
 
  is the Euclidean distance between xi and vj 

‘Ci’ is the number of data points in the ith cluster. 

‘C’ is the number of cluster centers. 

Algorithmic steps for K-means clustering: 

Let X = {x1, x2, x3, ....xn}be the set of data points and V = { 

v1, v2, v3, ....vc }be the set of centers. 

Step1: Randomly select ‘c’ cluster centers 

Step2: Calculate the distance between each data point and 

cluster centers. 

                    
        (6) 

Step3: Allocate the data point to the cluster center whose 

distance from the cluster center is a minimum of all the cluster 

centers. 

Step4: Recalculate the new cluster center using  

    
 

  
     

  
       (7) 

Where ‘Ci’ denotes the number of data points in the ith 

cluster. 

Step5: Recalculate the distance between each data point and 

newly obtained cluster centers. 

Step6: If no data point was reallocated then stop, otherwise 

repeat from step 3. 

K-means algorithm is fast, robust and easier to understand. It 

also gives a better result when data set are well separated from 

each other. The following figure shows the flowchart of K-

means algorithm. 
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Fig.1 Flowchart of K-means clustering algorithm 

3. EXPERIMENTAL WORK AND 

RESULTS  
The flowchart shown in following Fig. 2 fully explains the 

overall procedure of the system. Firstly, the system starts with 

an MRI brain image as an input. Here, we pre-process the 

input image with the help of median filter algorithm and 

histogram equalization. Then we apply adaptive threshold 

method and K-means algorithm on produced image. This 

gives segmented images of brain GM, WM, and CF. Further 

MRI brain Images are divided into three classes C1, C2, and 

C3 and we calculated different statistical features. 

 

Fig.2 Block diagram of proposed method 

In pre-processing phase, the input image is initially processed 

before it passes through any special purpose processing. Here 

the image quality is improved and noises are removed. It 

contains two sub-steps: 

The median filter is often using to perform noise reduction in 

an image. Window slide entry by entry which is the main idea 

of the median filter, it slides over the entire image, the pixel at 

the center is the central pixel. The neighboring pixels are 

classified according to the intensity and the median value 

replaces the central pixel value Advantage of median filters 

algorithm is that it can perform an excellent operation of 

rejecting certain types of noise [21]. This filtering algorithm 

enhances the quality of the MRI brain images. 

In order to have contrast adjustment of pixel Histogram 

equalization is used, so that intensities can be distributed 

among classes. The input image may be composed of an 

uneven distribution of intensity, which makes the image 

having weak contrast and low quality. The histogram 

equalization applied for enhancing the appearance of an 

image. 

Finally, adaptive threshold method and K-means clustering 

algorithm are used for segmentation. The experimental work 

is performed in MATLAB on Brain web database images. 

Fig.1 and Fig. 2 depicts the result of these methods.  
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Fig.3 Segmentation after adaptive threshold 

 

 
(a)   (b) 

 
(c)     (d) 

Fig.4 (a) Original Image (b) WM (c) GM (d) CSF 

Table.1 Statistical values of WM, GM, and CSF 

Statistical features WM GM CSF 

Area 
 

125577 26236 23891 

Perimeter 1888.32 4811.92 3730.25 

Std Dev of Intensity 109.548 87.676 122.036 

Coefficient of skewness -1.0779 1.8075 -0.1821 

Median Intensity 253 0 5 

 

4. CONCLUSION 
In this paper, we have implemented a new approach based on 

adaptive thresholding and K-means clustering algorithm, 

which is used to get cerebrospinal fluid (CSF), Gray Matter 

(GM), White Matter (WM) and others. In order to segment an 

image thresholding method is adopted but a fixed threshold is 

not appropriate for segmentation, if the background is rough, 

hence adaptive thresholding method is more suitable for 

segmentation and K-means clustering algorithm is also used 

for segmenting. Fig 1 and fig 2 shows experimental work on 

brain web database of MRI images and table 1. Shows 

Statistical values of three tissues WM, GM, and CSF. Hear 

adaptive thresholding and K-means clustering has performed 

best to generate different clusters of input MRI images. 

5. REFERENCES 
[1] M. K. Beyer, C. C. Janvin, J. P. Larsen, and D. Aarsland, 

“An MRI study of patients with Parkinson’s disease with 

mild cognitive impairment and dementia using voxel 

based morphometry,” J. Neurol. Neurosurg Psychiatry, 

vol. 78, no. 3, pp. 254–259, March 2007. 

[2] D.Selvaraj, R.Dhanasekaran,” Novel approach for 

segmentation of brain magnetic resonance imaging using 

intensity based thresholding”, ICCCCT, 978-1-4244-

7770-8/10/ IEEE pp. 502-507, 2010.  

[3] P. E. Grant, “StructuralMR imaging,” Epilepsia, vol. 45, 

no. s4, pp.4–16, 2004.  

[4] J. J. Wisco, G. Kuperberg, D. Manoach, B. T. Quinn, E. 

Busa, B. Fischl, S. Heckers, and A. G. Sorensen, 

“Abnormal cortical folding patterns within Broca’s area 

in schizophrenia: Evidence from structural MRI,”  

chizophrenia Res., vol. 94, no. 1–3, pp. 317–327, Aug. 

2007. 

[5] D. H. Miller, “Biomarkers and surrogate outcomes in 

neurodegenerative disease: Lesions from multiple 

sclerosis,” NeuroRx, vol. 1, pp. 284–294, 2004.  

[6] R. C. Gonzalez and R. E. Woods, Digital Image 

Processing (Prentice Hall, 2002). 

[7] Dr.Vipul Singh,,Digital Image Processing with 

MATLAB and Lab VIEW; ELSEVIER 2013. 

[8] M.-R. Nazem-Zadeh, E. Davoodi-Bojd, and H. 

Soltanian- Zadeh, “Atlas based fibre bundle 

segmentation using principal diffusion directions and 

spherical harmonic coefficients”, NeuroImage, vol. 54, 

pp. S146�S164,(2011) 

[9] Nailah Afshan, Shaima Qureshi and Syed Mujtiba 

Hussain, “Comparative study of tumer detection 

algorithms”, International Conference on Medical 

Imaging, m-Health and Emerging Communication 

Systems (MedCom), 978-1-4799-5097-3/14/ IEEE, 

pp.251-256,(2014). 

[10] G. Evelin Sujji, Y.V.S. Lakshmi, G. Wiselin Jiji, “MRI 

Brain Image Segmentation based on Thresholding”, 

International Journal of Advanced Computer Research 

(ISSN (print): 2249-7277 ISSN (online): 2277-7970) 

Volume-3 Number-1 Issue-8 pp. 97-101, March-2013 

[11] Rajeshwar Dass, Priyanka, Swapna Devi, “Image 

Segmentation Techniques”, International Journal of 

Electronics & Communication Technology (IJECT), vol. 

3, no. 1, pp. 2230-7109, 2012. 



International Journal of Computer Applications (0975 – 8887) 

Volume 167 – No.8, June 2017 

15 

[12] Harsimranjot Kaur, Dr. Reecha Sharma, “A Survey on 

Techniques for Brain Tumor Segmentation from Mri”, 

IOSR Journal of Electronics and Communication 

Engineering (IOSR-JECE) e-ISSN: 2278-2834,p- ISSN: 

2278-8735.Volume 11, Issue 5, Ver. I (Sep.-Oct .2016), 

PP 01-05 

[13] Jin Liu, Min Li, Jianxin Wang, Fangxiang Wu, Tianming 

Liu, and Yi Pan, “A Survey of MRI-Based Brain Tumor 

Segmentation Methods”, TSINGHUA SCIENCE AND 

TECHNOLOGY ISSNll1007-0214ll04/10llpp578-595 

Volume 19, Number 6, December 2014 

[14] Tara.saikumar, P. Yugander, B.Smitha, K.L.N. Srinivas 

gupta, “An Adaptive Threshold Algorthim for MRI Brain 

Image segmentation on Level set method”, International 

Journal of Advances in Computer Networks and its 

Security, pp. 367-370 

[15] D.Selvaraj, R.Dhanasekaran, “MRI brain image 

segmentation techniques – A review”, Indian Journal of 

Computer Science and Engineering (IJCSE), ISSN: 

0976-5166, Vol. 4 No.5, pp.364-381, Oct-Nov 2013  

[16] S. Jansi, P. Subashini, “Optimized Adaptive 

Thresholding based Edge Detection Method for MRI 

Brain Images”, International Journal of Computer 

Applications (0975 – 8887), Volume 51– No.20, August 

2012. 

[17] P.Subashini, M.Krishnaveni, Suresh Kumar Thakur, 

“Quantitative Performance Evaluation of Segmentation 

Methods for SAR ship images”, Proceedings of the Third 

Annual ACM Bangalore Conference, 2010. 

[18] Pierre D. Wellner, “Adaptive Thresholding for the 

DigitalDesk”, Technical Report EPC-1993-110. 

[19] Shen, Shan, William Sandham, Malcolm Granat, and 

Annette Sterr, “MRI fuzzy segmentation of brain tissue 

using neighborhood attraction with neural-network 

optimization”, IEEE transactions on information 

technology in biomedicine, vol. 9, no. 3, pp. 459- 467, 

2005. 

[20] P. Dhanalakshmi & T. Kanimozhi, “Automatic 

Segmentation of Brain Tumor using K-Means Clustering 

and its Area Calculation”, International Journal of 

Advanced Electrical and Electronics Engineering 

(IJAEEE), ISSN (Print): 2278-8948, Volume-2, Issue-2, 

pp. 130-134, 2013 

[21] Jasdeep Kaur and Preetinder Kaur, "Fuzzy Logic based 

Adaptive Noise Filter for Real Time Image Processing 

Applications", International Journal of Computer 

Applications 58(9): 1-5, November 2012.  

 

IJCATM : www.ijcaonline.org 


