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ABSTRACT 
Data mining is the process of extracting knowledge from the 

huge amount of data. The data can be stored in databases and 

information repositories. Data mining task can be divided into 

two models descriptive and predictive model. In the 

Predictive model, we can predict the values from a different 

set of sample data, they are classified into three types such as 

classification, regression and time series. The descriptive 

model enables us to determine patterns in a sample data and 

sub-divided into clustering, summarization and association 

rules. Clustering creates a group of classes based on the 

patterns and relationship between the data. There is different 

types of clustering algorithms partition, density based 

algorithm. In this paper, algorithms are analyzing and 

comparing the various clustering algorithm by using WEKA 

tool to find out which algorithm will be more comfortable for 

the users for performing clustering algorithm. This present the 

application's of data minning WEKA tool it provide the 

cluster's huge data set and clustering thet provide making 

hand in the optimizing in search engine. 
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1. INTRODUCTION 
Clustering is one of the descriptive models used to cluster a 

set of objects into certain groups according to their 

relationships Clustering is a technique used in many fields 

such as image analysis, pattern recognition, statistical data 

analysis etc.Clustering is a division of data into groups of 

similar objects. Each cluster consists of various objects that 

are similar amongst them and dissimilar compared to objects 

of other groups. Different clustering algorithms are present to 

form clusters [1]. WEKA tool is used to compare different 

clustering algorithms. It is used because it provides a better 

interface to the user than compare to other data mining tools. 

In this paper, there is the comparison of partitioning and non 

partitioning based clustering algorithms. why chooses WEKA, 

because we can work in weka easily without having the deep 

knowledge of data mining techniques.Section 1 gives the 

introduction about clustering algorithms and WEKA tool. 

Section 2 defines literature survey. Section 3 describes the 

basis for algorithm comparison. Section 4 shows the results 

and section 5 concludes the paper. 

2. WHAT IS CLUSTER ANALYSIS?  
Cluster analysis[1] teams objects (observations, events) 

supported the {data} found within the data describing the 

objects or their relationships.  The goal is that the objects in a 

very cluster are similar (or related) to 1 different and totally 

different from (or unrelated to) the objects in different teams. 

The larger the likeness (or homogeneity) among a gaggle, and 

therefore the larger the inequality between teams, the 

―better‖ or a lot of distinct the clump. The definition of what 

constitutes a cluster isn't well outlined, and, in several 

applications clusters don't seem to be well separated from 

each other. yet, most cluster analysis seeks as a result, a crisp 

classification of the information into non-overlapping teams. 

to higher perceive the issue of deciding what constitutes a 

cluster, take into account figures 1a through 1b, that show 

fifteen points and 3 other ways that they'll be divided into 

clusters. If we tend to permit clusters to be nested, then the 

foremost cheap interpretation of the structure of those points 

is that there ar 2 clusters, every of that has 3 sub clusters.  

However, the apparent division of the 2 larger clusters into 3 

sub clusters could merely be associate degree artefact of the 

human sensory system.  Finally, it's going to not be 

unreasonable to mention that the points from four clusters. 

Thus, we tend to stress once more that the definition of what 

constitutes a cluster is general, and therefore the best 

definition depends on the kind of knowledge and therefore the 

desired results. 

3. WEKA TOOL 
WEKA is one of the users friendly and an open source 

software runs on any platform. WEKA tool was developed by 

the University of Waikato in New Zealand. In beginning 

WEKA tool was written in C language, Later the application 

has been rewritten in java language. WEKA provides the 

implementation of an algorithm which can be applied to a data 

set. It includes many algorithms for clustering, association 

rule mining, attribute selection and regression. WEKA has 

two file format ARFF(attribute relation file format) and 

CSV(comma separated values). WEKA helps us to learn more 

about the data from analyzing the output result [2].  

 

Figure 1: The WEKA tool GUI 

Clustering is the main task of Data Mining. And it is done by 

the number of algorithms. The most commonly used 

algorithms in Clustering are Partitioning and Density based 

algorithms. 

The GUI Chooser consists of four buttons:  

• Explorer:  An environment for exploring data with 

WEKA. 

• Experimenter: This is an environment for 

performing the experiments and conducting 

statistical tests between learning schemes. 
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• Knowledge Flow: This environment supports 

essentially the same functions as the Explorer but 

with a drag-and-drop interface. One advantage is 

that it supports incremental learning. 

• Simple CLI:  Provides a simple command-line 

interface that allows direct execution of WEKA 

commands for operating systems that do not provide 

their own command line interface. 

4. LITERATURE SURVEY 
There are various authors which have research various 

existing methods in this field and performed comparison of 

that clustering algorithms as well. 

Raj Bala, Sunil Sikka and Juhi singh et. 2014, Perform a 

comparative analysis of four clustering algorithms namely K-

means algorithm, Hierarchical algorithm, Expectation and 

maximization algorithm and Density based algorithm. These 

algorithms are compared in terms of efficiency and accuracy, 

using WEKA tool. After applying normalization to K-means 

clustering algorithms forms clusters with less time and more 

accuracy than other algorithms. In terms of time and accuracy 

K-means produces better results as compared to other 

algorithms [3]. 

Bharat Choudhari, Manan Parikh et. 2012, this paper 

analyze the three major clustering algorithms: K-Means, 

Hierarchical clustering and Density based clustering algorithm 

and compare the performance of these three major clustering 

algorithms on the aspect of correctly class wise cluster 

building ability of algorithm. After analyzing the results of 

testing the algorithms, obtain the following conclusions- the 

performance of K-Means algorithm is better than Hierarchical 

Clustering algorithm. All the algorithms have some ambiguity 

in some (noisy) data when clustered. Density based clustering 

algorithm is not suitable for data with high variance in 

density. K-Means algorithm is produces quality clusters when 

using huge dataset. Hierarchical clustering algorithm is more 

sensitive for noisy data [4]. 

Deepti V. Patange Dr. Pradeep K. Butey S. E. Tayde 2015, 

In this paper author presents different clustering techniques 

and their the comparison using Waikato Environment for 

Knowledge Analysis or in short, WEKA. After analyzing the 

results of testing the algorithms we can obtain the following 

conclusions: The performance of K-Means algorithm is better 

than EM, Density Based Clustering algorithm, all the 

algorithms have some ambiguity in some (noisy) data when 

clustered, K-means algorithm is much better than EM & 

Density Based algorithm in time to build model [5]. 

The above are some literatures that is used for the analysis 

study. Authors have performed the comparison on different 

clustering algorithms. 

5. ANALYSIS OF VARIOUS 

ALGORITHMS USING WEKA TOOL 
Data mining is field of computer science and information 

technology. As we know that there are lots of data that is 

available on the web. In that some information is relevant and 

some are not relevant so when we talk about the relevant data 

sets we have to mine that lots of data to get the relevant 

information from the raw data. For the analysis of various 

clustering algorithms we have taken air pollution dataset. And 

analysis is performed using four algorithms in the same 

dataset. 

 

 

Dataset 
A data set is a collection of any type of data. Most commonly 

a data set corresponds to the information of a single database 

table, or a single statistical data matrix, where every column 

of the table represents a particular variable and every row 

corresponds to a given member of data set in question. There 

are various dataset like banking dataset, biological datasets, in 

which clustering can be performed. Here in this dissertation 

dataset of air pollution is taken [6]. 

Figure 2: Exploring dataset 

In this Research Work analysis of various outlier detection 

techniques were used those algorithms are: 

I. K-Mean Algorithm. 

II. LVQ Algorithm. 

III. SOM Algorithm. 

IV. Cobweb Algorithm 

K-Mean Algorithm 
K-means clustering algorithm is first proposed by Macqueen 

in 1967 which was uncomplicated, non-supervised learning 

clustering algorithm. K-mean is a portioning clustering 

algorithm. This technique is used to classify given data 

objects into different k clusters through the iterative method, 

which tends to converge to a local minimum. So the outcomes 

of generated clusters are dense and independent of each other 

[7]. 

Figure 3: Applying k-mean algorithm 

LVQ Algorithm 

When classifying linearly separable data by learning vector 
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quantization (LVQ) or K-Means algorithm (KMA), we cannot 

necessarily obtain satisfactory classification results for bad 

selections of initial cluster centers and differences among the 

distributions of class data. To realize reliable classification, 

clustering based on multiple criteria for LVQ and KMA is 

proposed, and its performance is provided. To obtain suitable 

cluster centers, KMA with the split and merge procedure that 

is introduced to minimize the squared-error distortion. LVQ 

using those cluster centers as initial ones is applied to the data, 

and Κ clusters are produced [8].  

Figure 5: Applying LQV Algorithm 

SOM Algorithm 

The self-organizing map (SOM) is a tool used in exploratory 

phase of data mining. It projects input space on prototypes of 

a low-dimensional regular grid that can be effectively utilized 

to visualize and explore properties of the data. When the unit 

of SOM Cluster is large, to facilitate quantitative analysis of 

the map and the data, similar units need to be grouped, i.e., 

clustered. In this paper, different approaches to clustering of 

the SOM are considered. In particular, the use of hierarchical 

agglomerative clustering and portative clustering using -

means are investigated . 

 

Figure 7: Applying SOM Algorithm 

 

Figure8: Result of SOM in form of graph 

Above diagram shows that SOM algorithm applying to data. 

COMWEB Algorithm 

COBWEB is an incremental system for 

hierarchical conceptual clustering. COBWEB was invented by 

Professor Douglas H. Fisher, currently at Vanderbilt 

University. COBWEB incrementally organizes observations 

into a classification tree. Each node in a classification tree 

represents a class (concept) and is labeled by a probabilistic 

concept that summarizes the attribute-value distributions of 

objects classified under the node. This classification tree can 

be used to predict missing attributes or the class of a new 

object [10]. 

 

Figure 9: Cobweb tree structure 

The above diagram shows the tree structure of the cluster 

when air pollution dataset is applied to through the weka tool 

and cobweb clustering algorithm.   
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Figure 10: Visualize COBWEB Algorithm 

 Figure11: Result of cobweb in form of graph 

The above diagram shows the visualization of cobweb 

algorithm through weka tool. And generating results in term 

of time, no of merges, no of splits and number of clusters. 

6. RESULT ANALYSIS 
The following table represents the analysis process of all four 

algorithms:  

Table 1: Comparison result of different clustering 

algorithms 

Algorithm No. of 

Clusters 
Cluster 

instance 
No. of 

Iteration 
Time 

Taken to 

build 

LVQ 2 19(46%) 

22(54%) 

- 0.12s 

SOM 4 12 (29%)     

9 (22%) 

15 (37%) 

5 (12%) 

- 0.33s 

K-Means 2 19(46%) 

22(54%) 

7 0.02s 

Cobweb 45 1 (  2%) - 0.14s 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

 1 (  2%) 

 1 (  2%) 

 1 (  2%) 

 1 (  2%) 

1 (  2%) 

 1 (  2%) 

 1 (  2%) 

 1 (  2%) 

 1 (  2%) 

1 (  2%) 

1 (  2%) 

 1 (  2%) 

 1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

 1 (  2%) 

 1 (  2%) 

 1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

 1 (  2%) 

1 (  2%) 
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 1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

1 (  2%) 

 

7. CONCLUSION 
Data mining is the branch of computer science and 

information technology. There are huge amount of data is 

spread all over the world and that data is in the form of raw 

data and raw data contains relevant information also. To get 

that relevant information mining process is used. From the 

huge amount of data some similar type of object creates a 

cluster. We have performed analysis with four clustering 

algorithms k-mean, LVQ, SOM, and COBWEB. In all four 

algorithm result is generated on the basis of similar objects 

and time to create that clusters. Best algorithm found is k-

mean clustering. It is taking less time then other clustering 

algorithm to find similar clusters through weka tool for air 

pollution dataset. 
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