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ABSTRACT
Social networks have become popular because they provide many
services and advantages to its users like helping them to con-
nect with new people, share content and share opinions with like-
minded people. To conclude which new interactions between mem-
bers are likely to occur in the near future? This problem defined as
the link prediction problem. The traditional methods of link pre-
diction are based on path features and graph features but few con-
sider clustering information. So two link prediction methods based
on spectral clustering using k-medoids and landmark are proposed.
The first method uses k-medoids to cluster nodes of the graph based
on eigenvectors that obtained from the normalized Laplacian ma-
trix. While the second method selects a subset of data points as the
landmarks and represents the original data points as the linear com-
binations of these landmarks. Experimental results demonstrate
that our methods achieve high accuracy compared with LSk-means
method (Link prediction using Spectral clustering by k-means).
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1. INTRODUCTION
Many real world systems can be described as networks with nodes
(vertices) acting as individuals and links (edges) refer to the rela-
tionships between them [1][2][3]. Social network is dynamically
important, because new edges and vertices are added to the graph
over time. To understand the association between two specific
nodes, link prediction is discussed where link prediction focus on
predicting the existent edge between two nodes that will probably
occur in the near future [4][5].

Computational intelligence (CI) is a method that involves com-
puting that provides a system with an capability of learning and
dealing with new situations [6]. CI is including neural networks,
neuro fuzzy systems, evolutionary algorithms (EA), genetic al-
gorithms (GA), swarm intelligence, classification and clustering
[7][8][9][10]. Actually, clustering information plays a significant
role in link prediction where it connects the sparse nodes and other

communities to form dense communities [11]. Many methods of
link prediction are based on path features and graph features but
few consider clustering information which is very important for
link prediction.
Xu et al. in [12] studied the relation between the network structure
and the precision of link prediction methods and showed that when
the clustering structure of the network grows, the accuracy of link
prediction methods improves. Sucheta et al. in [13] also showed
that the inclusion of clustering information improved the accuracy
of similarity based link prediction methods.

Recently, many methods for link prediction depend on similarity
between vertices have been proposed since similar vertices likely
share the same relations. Abbassi et al. in [14] promoted two main
ideas for a recommender system depending on the link structure of
the weblog graph. They examined these two ideas on directed and
undirected graphs. One idea was to use the personalized PageRank
vector to get the relevance of nodes on a graph and apply the local
truncated random walk algorithms to approximate this vector. An-
other idea was to introduce a metric based on the spectral methods
that can be used to rank the relevant nodes in a network. Hoseini et
al. in [15] used the well-known DBLP dataset (Digital Bibliography
and Library Project) and tried to find some skills that are connected
to an author that they didn’t know before. They clustered authors
and skills using Spectral Graph Clustering algorithm, then simulta-
neously obtained author and skill clusters via Bipartite Graph (Bi-
graph) Spectral Co-clustering approach, and then generated predic-
tions based on the outputs of clustering and co-clustering steps.

Kunegis et al. in [16] showed a link prediction algorithm based on
the extrapolation of a network’s spectral evolution. This link pre-
diction method generalizes several common graph kernels that they
can express as spectral transformations. In contrast to these graph
kernels, the spectral extrapolation algorithm didn’t make assump-
tions about specific growth patterns beyond the spectral evolution
model. Li et al. in [3] showed that the clustering results provided the
essential information for link prediction, and these vertices com-
mon neighbors may play different roles depending on if they be-
long to the same cluster. They proposed a link prediction method
based on previous assumption. Carlos et al. in [1] proposed a new
measure (WIC) for link prediction between a pair of vertices con-
sidering the sets of their within-cluster (W) and inter-cluster (IC)
common neighbors. Also, they proposed a set of measures, referred
to as W forms, using only the set given by the within-cluster com-
mon neighbors instead of using the set of all common neighbors as
usually considered in the basic local similarity measures.
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Huang et al. in [17] explored the connection between link predic-
tion and graph topology. The focus was exclusively on the pre-
dictive value of the clustering coefficient measure. The standard
clustering coefficient measure was generalized to capture higher-
order clustering tendencies. The proposed framework consisted of
a cycle formation link probability model, a procedure for estimat-
ing model parameters based on the generalized clustering coeffi-
cients, and model-based link prediction generation. Kim et al. in
[18] proposed LPCSP (Link Prediction inferred from Cluster Sim-
ilarity and cluster Power), a novel link prediction method which
exploited the generalized cluster information containing cluster re-
lations and cluster evolution information. Wang et al. in [19] pro-
posed a link prediction approach based on a new multiple inde-
pendent Bernoulli matrix completion model to obtain an accurate
multiple-independent-Bernoulli-distribution model of the topolog-
ical feature space, this approach adjusted the sampling of the adja-
cency matrix of the network using the clustering information in the
node feature space.

In this paper, spectral clustering using k-medoids and landmark are
applied for link prediction in social networks to improve prediction
accuracy as will be shown experimentally later. In the proposed first
method k-medoids is used to cluster nodes of a graph then using
this information to detecting similarity between nodes of a graph
and recommend friends according to their weights. In the proposed
second method landmark based spectral clustering is implemented
to design an efficient way for graph construction and Laplacian ma-
trix eigen-decomposition.

The remainder of this paper is organized as follows: Introduction of
k-means clustering algorithm, k-medoids clustering algorithm, pre-
liminaries in graphs, spectral clustering and landmark based spec-
tral clustering are respectively introduced in Section II. The pro-
posed methods are presented in Section III. Results of the experi-
ments and comparison are shown and discussed in Section IV. Fi-
nally, Section V concludes this paper.

2. AN OVERVIEW
2.1 k-means Clustering Algorithm
Clustering is to group objects into classes so that objects within a
cluster are similar in comparison to one another, but aren’t similar
to objects in other clusters. the algorithm can be summarized as
follows:
Number of clusters k is determined and the centroid of these clus-
ters is assumed. Random objects are taken as the initial centroids
then assign each object to the group that has the closest centroid.
When all objects are assigned, recalculate the positions of the k
centroids based on the mean value of the items in the cluster and
repeat the final two steps until the centroids no change [20][21].

2.2 k-medoids Clustering Algorithm
k-medoids Algorithm which is also known as Partition Around
Medoids (PAM) is developed by Kaufman and Rousseuw in 1987
[22][23][24]. k-medoids algorithm is comparatively robust than
k-means particularly in the context of outliers and noise because
the k-means algorithm is sensetive to outliers. Because a mean is
sensetive to the outliers, i.e., if you look at an ages of students in
one class, if you adding another very high age, the average age of
the whole class shifts alot. So instead of taking the mean value of
object in a cluster as a centroid the most centrally located object is
used in the cluster as a medoids in k-medoids [22][24]. k-medoids

Figure 1. Network example

is a classical partitioning technique of clustering that clusters the
data set of m objects into k number of clusters [24]. The user gives
the number of clusters required. This algorithm depends on the
minimizing the sum of dissimilarities (distance) between each ob-
ject and its medoid.

The algorithm randomly chooses the k objects in dataset m as ini-
tial representative objects called medoids. A medoid can be defined
as the object of a cluster, which has minimal dissimilarity to all the
objects in the cluster. Then for all objects in the dataset, it assigns
each object to the nearest cluster depending upon the objects dis-
tance to the cluster medoid. After every assignment of a data object
to particular cluster, non-medoid object is selected random. Then
calculate the total cost of swapping for non-medoid object if it is
negative then swap initial medoid with the new one. Repeat final
two steps until there is no change in the medoid [21][25].

2.3 Preliminaries In Graphs
A graph G = (V,E) is a set of vertices V and edges E. In Fig-
ure 1 vertices denote friends and edges denote interactions between
them.
In this paper, G will always be an undirected graph. The adjacency
matrixA of an undirected graph G is a square matrix and symmetric
where A ≥ 0 represents a measure of the similarity between data
points with indexes i and j. An element in the adjacency matrix has
value equal to 1 if pairs of vertices are adjacent and 0 otherwise. i.e.
the value of edge that connect nodes (v1,v11) is equal to 1, while
the element (v1,v7) will have value 0. Notice that each element in
the diagonal of matrix A is equal to zero to depict that a node is not
connected to itself. In case of a large graph A can be characterized
by high dimensionality [2].

2.4 Spectral Clustering
In recent years, spectral clustering has become one of the most pop-
ular modern clustering algorithms. It is simple to implement, can
be solved efficiently by standard linear algebra software, and often
outperforms traditional clustering algorithms such as the k-means
algorithm [26].

Given a set of data points x1, x2, ..., xn ∈ Rm, spectral cluster-
ing first constructs an undirected graph G = (V,E) represented
by its adjacency matrix. Then the lablacian matrix is calculated by
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equation

L = D−
1
2 × (D −A)×D− 1

2 (1)

where D is the degree matrix and A is the adjacency matrix of
graph G [2]. The goal of spectral clustering is to partition the data
into k disjoint classes such that each xi belongs to one and only one
class. The general approach to spectral clustering is to use a stan-
dard clustering methods (like k-means) on relevant eigenvectors of
a Laplacian matrix L [27].
The normalized Laplacian matrix L is positive semi-definite and
has n non-negative real-valued eigenvalues 0 = λ1 ≤ λ2 ≤ λk.
Moreover, if the value of eigenvalue equal to 0 this means that there
is a connected components in a graph. Thus, spectral clustering is
more elastic than k-means, in capturing the non-connected compo-
nents of a graph [2].

2.5 Landmark Based Spectral Clustering
Landmark based Spectral Clustering (LSC) depends on the recent
progress of sparse coding [28].
Sparse coding is a matrix factorization technique [29] [30] which
tries to rebuild input vectors using a linear combination of ba-
sis vectors with sparse coefficients [31]. Let X = [x1, ..., xn] ∈
Rm×n be the data matrix (each column is an input vector), the
matrix factorization method find two matrices U ∈ Rm×p and
Z ∈ Rp×n, where p is the dimension of sparse feature, whose
product can best approximate X : X ≈ UZ. Each column of U
can be regarded as a basis vector and each column of Z is the p-
dimensional representation of the original inputs with respect to the
new basis.

To measure the approximation they use Frobenius norm of a
matrix ‖ · ‖. Thus, the matrix factorization can be defined as the
optimization problem as follows :

min
U,Z
‖ X − UZ ‖2 . (2)

By fixing U , the optimization problem becomes a constraint linear
regression problem. So they use Nadaraya-Watson kernel regres-
sion to solve the optimization problem to compute the representa-
tion matrix Z.

The approximation x̂i for any data point xi defined as

x̂i =

p∑
j=1

zjiuj (3)

where uj is j-th column vector of U (landmark matrix) and zji is
ji-th element of Z. So zji computed as

zji =
Kh (xi, uj)∑

j′∈U(i)
Kh (xi, uj′)

j ∈ U(i) (4)

where U(i) ∈ Rm×r denote a sub-matrix of U consisted
of r nearest landmarks of xi and Kh(·) is a kernel func-
tion with a bandwidths h. The Gaussian kernel Kh(xi, uj) =

exp(−‖xi − uj‖2 /2h2) is used here.

In landmark based spectral clustering they compute the graph
matrix as W = ẐT Ẑ which can have a very efficient eigen-
decomposition. Where Ẑ = D−

1
2Z, D is the rowsum of Z and

ZT is the transpose of matrix Z. Also to achieve efficient eigen-
decomposition they assume the SVD (Singular Value Decompo-
sition) of Ẑ is Ẑ = A

∑
BT where

∑
= diag(σ1, · · · , σp)

and σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0 are the singular values of Ẑ.
Thus W = ẐT Ẑ = B

∑
ATA

∑
BT = B

∑∑
BT , and

ẐẐT = A
∑∑

AT since A and B are the left/right singular vec-
tors and are both unitary matrix. Notice that B is obviously the
eigenvectors ofW and can be computed byB = ẐTA

∑−1. Then
apply standard clustering method such as k-means to the matrix B
to get the clusters [28][29].

3. THE PROPOSED METHOD
In this section, two proposed methods (LSk medoids,
LLSk medoids) for link prediction that use k-medoids clus-
tering technique are presented. The main goal of using k-medoids
comes from its robustness as it is not affected by the presence of
outliers or noise or extremes unlike clustering techniques based
on k-means and also makes the prediction results better against
k-means.

3.1 Link prediction using Spectral clustering by
k-medoids (LSk medoids)

In LSk medoids, similarities between nodes in an undirected graph
are found by taking into consideration the clustering information.
Therefore, two friends can be recommended to each other, accord-
ing to their values (weights) in the similarity matrix. The proposed
method that shown in Figure 2 is illustrated as following.
Firstly, compute the laplacian matrix L which is a combination of
the adjacency and the degree matrix. The normalized Laplacian
matrix of graph G is computed by Equation (1),
then computes the first k eigenvectors c1, ..., ck with the cor-
responding λ1, ..., λk eigenvalues of L based on equation
L × C = λ × C. Where C = [c1, ...., ck] ∈ Rn×k is formed by
stacking the eigenvectors in columns.

Secondly, form the matrix S with n rows (no of vertices)
and k columns (eigenvectors). then treating each row of S as a
point and cluster it into k clusters.
Clustering data points in matrix S using k-medoids is as follow:

(1) Randomly select k objects as medoids from matrix S.

(2) Associate each data object in the matrix S to most similar
medoid.

(3) Randomly select non-medoid object O and calculate the total
cost of swapping for non-medoid object O, if it negative then
initial medoids is replaced by new medoids.

(4) Finally repeat steps 2 and 3 until there is no change in the
medoids.

Thirdly, our method uses Equation (5) to calculate the similarity
between nodes that belong in the same cluster Moreover, it uses
Equation (6) to calculate the similarity between nodes that belong
to different clusters.

SimSC(i, j) =
| d(i, idx(i))− d(j, idx(j)) |
d(i, idx(i)) + d(j, idx(j))

(5)
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Figure 2. The first proposed method

SimDC(i, j) =
| d(i, idx(j))− d(j, idx(i)) |
d(i, idx(j)) + d(j, idx(i))

(6)

Where d is the distances of each node from the centroid of each
cluster, idx is a Vector which assigns each node in a specific
cluster.
Calculating similarity between nodes based on triangle inequality
which states that any side of a triangle is always shorter than the
sum of the other two sides. The distance (dissimilarity) between
any pair of nodes i and j is shorter than the sum of the distances
via a third point, that is from i to idx (i) and from j to idx
(j) as a follow | d(i, idx(j)) − d(j, idx(i)) |≤ dist(i, j) ≤
d(i, idx(i)) + d(j, idx(j)). To determine the similarity between
nodes the Bray-Curtis similarity measure is adapted as in Equation
(5) and Equation (6).

For a test node the calculated similarities with other nodes
are ranked and predict the top ranked ones as his possible friends.

The LSk medoids method summarized as:

—Form the adjacency matrix A of a graph G.

—Define D to be the diagonal degree matrix where

Dii =

n∑
j=1

Aij (7)

and construct the normalized Lapacian matrix according to
Equation (1).

—Find c1......ck the first eigenvector of L and form the matrix S
that contain c1......ck eigenvectors as columns and nodes vi ∈ R
with i = 1 : n correspond to the i-row of S.

—Treating each row of S as a point and cluster them into k clusters
using k-medoids.

—Compute the similarity for node vi with each node vj based on
Equation (5) and Equation (6) according to these points belongs
in the same cluster or to different cluster.

In this method spectral clustering needs to build adjacency matrix
and compute the eigen-decomposition of the corresponding Lapla-
cian matrix but these steps are computational expensive, where for
a data set consisting of n data points the above two steps will have
time complexities of O(n2) and O(n3). So another method that
depend on landmark based spectral clustering is proposed to over-
come the computational cost of the eigen-decomposition step.

3.2 Link prediction using Landmark based Spectral
clustering by k-medoids (LLSk medoids)

In this method the problem that face us in first method that is data
size and the computational cost of the eigen-decomposition of
the graph Laplacian is solved using landmark based on spectral
clustering that selects p data points as the landmarks and the
remaining points as the linear combinations of these landmarks.

LLSk medoids that shown in Figure 3 is briefed in the following
five steps.

Step 1. Create p landmark points using k-means.

Step 2. Calculate the representation matrix Z ∈ Rp×n be-
tween observations and landmark points according to Equation (4).
The goal of our approach is designing an efficient way to construct
our graph and Laplacian matrix eigen-decomposition. So, the affin-
ity matrix is designed as follows: W = ẐT Ẑ Where Ẑ ∈ Rp×n

and p � n. Thus, the graph can be build in O(np) and compute
eigenvectors of the graph Laplacian in O(p3 + p2n) which is a
significant reduction from O(n3).

Step 3. Calculate A = [a1, · · · , ak] the first k eigenvectors
of ẐẐT .

Step 4. Calculate B = [b1, · · · , bk] ∈ Rn×p according to
B = ẐTA

∑−1.

Step 5. Each row of B is a data point and apply k-medoids
clustering to the matrix B to get the clusters.
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Figure 3. The second proposed method

Step 6. Based on triangle inequality calculate the similarity
between nodes that belong in the same cluster using Equation (5)
and the similarity between nodes that belong to different clusters
using Equation (6), higher similarity means higher probability that
corresponding nodes are connected.

4. EXPERIMENTAL RESULTS AND
COMPARISON

The proposed methods are implemented in MATLAB R2013a, and
has been tested on nine real datasets. An brief description of the
data sets is listed below:

Karate is a social network of interactions between members
of a karate club by Wayne Zachary [33]; UST is a network of
the US (united states) air transportation system [34]; PB is a
directed network of US political blogs, here its links are treated
as undirected and self-connections are omitted [35]; Dolphin
is a network of frequent associations between 62 dolphins in
a community living off Doubtful Sound [36]; Football is a
network of American football games between colleges during
regular season Fall 2000 [37]; Taro is a network that represent
the relation of gift-giving (taro exchange) among 22 households

in a Papuan village [38]; David Copperfield is the undirected
network of common noun and adjective adjacencies for the novel
”David Copperfield”, here an edge connects two words that occur
in adjacent positions [39]; Korea is a communication network
within a small enterprise, Two employees were linked in the
communication network if they rated their contact as three or more
[40]; Hens is a directed network of of 32 White Leghorn hens
observed in 1946. A node represents a hen and an edge represents
dominance of the left hen over the right hen [41], here its links
are treated as undirected and self-connections are omitted. The
detailed information about these networks is described in Table 1
where N is the number of nodes and M denotes the number of links.

In our experiments the observed links E is randomly divided
into two parts: the training set Er (90% of the observed links
E) is treated as known information, while the test set Ee(10%
of the observed links E), is treated as unknown information for
prediction. Obviously, E = Er ∪Ee and Er

⋂
Ee = φ .

To evaluate the algorithm’s performance of our methods on
the nine real networks accuracy measured by AUC metric (area
under the curve ) is applied. The AUC value can be explicated
as the probability that a randomly chosen missing link is given a
higher score than a randomly chosen nonexistent link. Through
n independent comparisons, if there are n′ times the missing
link having a higher score and n′′ times they have the same
score[2][32], then define AUC by Equation (8) as:

AUC =
n′ + 0.5n′′

n
(8)

Table 1. The basic topological characteristics of nine real-world
networks

Networks N M
Karate 34 78
UST 332 2126
PB 1224 19090

Dolphin 62 159
Football 115 616

Taro 22 32
David Copperfield 112 425

Korea 39 69
Hens 32 469

Table 2. The parameters used in our methods

Parameters p r number of clusters
Karate 7 5 5
UST 110 9 45
PB 10 8 6

Dolphin 38 28 12
Football 71 19 13

Taro 11 8 4
David Copperfield 62 14 28

Korea 3 3 12
Hens 19 19 10
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Figure 4. Prediction accuracy on real-world networks

Table 3. The prediction accuracy measured by AUC on four
real-world networks

Dataset LSk LLSk LSk
medoids medoids means

Karate 0.8606 0.8332 0.6312
UST 0.8210 0.7186 0.6886
PB 0.6975 0.7425 0.6348

Dolphins 0.7735 0.7767 0.7220
Football 0.8022 0.7954 0.7778

Taro 0.7282 0.8840 0.6047
David Copperfield 0.6651 0.7018 0.5469

Korea 0.5800 0.6892 0.5286
Hens 0.6080 0.7586 0.5595

In the proposed methods of this paper there are three parameters:
The number of landmark points p, the number of nearest landmarks
r which belong to the second method and the number of clusters
that reported in Table 2.
The results simulated in Table 3 and Figure 4 demonstrate the pre-
diction accuracy measured by AUC on nine real world networks.
where the our proposed methods achieve high accuracy compared
with LSk-means.
The first parameter in LLSk-medoids method is the number of
landmark points p. Figure 5 shows how the prediction accuracy
changes as p varying from 10 to 110 on PB dataset. It can be seen
that the accuracy results decrease when the number of landmarks
increase and LLSk-medoids achieves better prediction accuracy at
p = 10. Another parameter in LLSk-medoids method is the number
of nearest landmarks r. Figure 6 shows how the prediction accu-
racy varies with this parameter. It achieves good performance at r
= 8 on PB dataset.

5. CONCLUSION
The aim of this work is to achieve high accuracy in link predic-
tion in social network. Specifically a link prediction using spectral
clustering by k-medoids and link prediction using landmark based

Figure 5. Clustering accuracy and number of landmark points on PB data
set

Figure 6. Clustering accuracy and number of nearest landmarks on PB data
set

spectral clustering by k-medoids methods are presented. The ex-
periments are applied to 9 different datasets. The results obtained
are compared to other benchmark method (LSk-means) and shows
an enhancement of accuracy of link prediction.
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