ABSTRACT
In this paper, the sub-optimal power allocation relay selection (SBS-AF) algorithm in multiple-input multiple-output (MIMO) relay networks was proposed. The energy efficiency and the symbol error rate (SER) in multiple antennas MIMO relay networks is investigated. Amplify and forward (AF) relay scheme, where N relay access point(s) occupied with Q antennas cooperatively forwards packets to the destination is employed. Under the assumption of Rayleigh fading channels and time division multiplexing (TDM), a new exact closed-form expressions for the outage probability, SER and the energy efficiency valid for N Relays and Q antennas was derived. Further asymptotic analysis is done in high SNR regime to characterize the energy efficiency in terms of the diversity order and the array gain. Our scheme was compared with all relay participate (AP-AF) and the recent of best relay selection scheme (S-AF). The results show that our scheme achieves better diversity than the fixed relaying schemes as well maintaining a full diversity of (NQ) +1. The behavior of the energy efficiency with the relay locations is also discussed in this paper.
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1. INTRODUCTION
In wireless distributed networks, packet transmission through wireless medium is quite challenging due to the dynamic channel conditions caused by noise interference, poor liability, and distance expansion. However, cooperative diversity offers an effective solution by exploiting the nearby nodes to assist in the transmission and overcome these drawbacks. It has stood out as an essential concept to the wireless networks and has been discussed in many works. Some of these works have utilized techniques such as distributed beamforming and space-time coding [1]. But these schemes require large feedback overhead and accurate time synchronization. Other studies have considered relay selection algorithms [2]. Nevertheless, drawbacks such as time-space compliances and communication loss have been noted. Multiple-input multiple-output (MIMO) techniques have been proved to be a solid prospective for the wireless networks as well as cooperative communication.

Many works have provided insights into cooperative MIMO network performance. For instance, the ergodic channel capacities for MIMO AF half duplex relay systems are derived by diagonals of the autocorrelation channel matrix from the source to the destination [3]. A novel cooperative detection scheme has been proposed to resolve the complexity of the detection of the relay node [4]. The rate bound with message splitting is utilized in full duplex channel MIMO relay networks [5].

The above-mentioned works illustrate the role of MIMO systems in cooperative communications, because they provide optimal performance in this field. However, like many wireless networks, energy consumption is a major issue in cooperative communications and is a hot topic in recent works. For example, hop distance in combination with the number of nodes was optimized in MIMO and multiple-input single-output (MISO) relay systems to improve their energy consumption [6].

In [7] the Author focus computing the source covariance matrix (or matrices) and the relay transformation matrix to optimize a system performance, however the algorithm is rather complex and applied for only single case when the relay node is an access point. In [8] the author study the structural properties of the optimal power allocation in MIMO-CN with per-node power constraints as it been applied at the source, however schemes require large feedback and knowledge, while [9-10] joint source power allocation and relay beamforming in multi-user multi-relay networks that use single-carrier frequency division multiple access (SC-FDMA) however this approach requires additional data traffic, therefore motivated by [6-10] we propose an amplify-and-forward (AF) relay scheme of transmission, where two single antenna nodes communicate via MIMO relay(s) access points occupied with Q antennas. To obtain maximal achievable received SNR, we assume that the relays is able to perform the rule of maximal ratio combining (MRC) [11] on the received signal as well as the rule of maximal ratio transmitting (MRT) [11] on the forwarded signal. Under independent but not essentially identically distributed (i.n.d) channel conditions, we derive the optimized power allocation formula from which we use to develop our sub-optimal Power allocation algorithm (SBS) to maximize the energy efficiency in our model. Closed-form expressions for the outage probability, SER and the energy efficiency was derived. Then further analyses are provided for high SNR and asymptotic expressions are derived to characterize the energy efficiency in terms of the diversity order and the array gain. Furthermore our result is compared with AP-AF and S-AF, scheme presented in [8]. The simulation results show that the energy efficiency decreases with the diversity order and the location.

2. SYSTEM MODEL
We consider MIMO relay network has one source node communicates with the destination node either directly or cooperatively via N MIMO relay access point(s) occupied with Q antennas (Q ≤ 1), as shown in Figure 1.
In this network, i.n.d, half duplex and orthogonal links are used between the nodes, in which the source and the relay transmissions occur in two consecutive time slots.

Assuming that the destination has the knowledge of channel state information (CSI) of all channel hops in the network, and has the ability to utilize the selection diversity combining concept (SC) to identify the channel with the highest instantaneous received SNR between the direct link and the relay links. Furthermore, the destination is also considered to select one “best” relay with the maximal end-to-end SNR to forward the source’s signal. In the first time slot the source sends out scaled symbol block with zero mean and unit variance to the other nodes. The received signal at the destination is expressed as:

\[ y_{SD} = H_{SD} P_x + n_{SD} \]  

(1)

where \( x \) is the symbol block, \( H_{SD} \) is the Rayleigh fading coefficient of \( S \rightarrow D \) link, \( P_x \) is the average transmit power per symbol at the source, and \( n_{SD} \) is the additive white Gaussian noise (AWGN) with variance \( E[n_{SD}] = N_o \) and \( E[.] \) is the expected value.

The received signal at the \( i_{th} \) relay is combined with the rule of MRC as in:

\[ y_{SR} = \varepsilon_{SR} (H_{SR} P_s x + n_{SR}) \]  

(2)

where \( \varepsilon_{SR} \) is MRC the receive weight vector [11], which is expressed as \( \varepsilon_{SR} = \alpha^{SR} / \| H_{SR} \| \) with \( \alpha^{SR} \) and \( \| . \| \) denoting the conjugate transpose operation and the vector norm, respectively, \( H_{SR} \) is \( Q \times 1 \) channel vector between the source and relay with Rayleigh fading inputs, and \( n_{SR} \) is \( Q \times 1 \) AWGN with \( E[n_{SR} n_{SR}^H] = I_Q N_o \) with \( I_Q = Q \times Q \) identity matrix.

In the second time slot the \( i_{th} \) relay node amplifies and forwards a scaled copy of (2) to the destination according to the rule of MRT [7]. The received signal at the destination via the relay is given by:

\[ y_{RD} = \varepsilon_{RD} G R P H_{RD} y_{SR} + n_{RD} \]  

(3)

where \( \varepsilon_{RD} \) is the MRT is transmit weight vector [7], which is given by \( \varepsilon_{RD} = H_{RD}^H / \| H_{RD} \| \), \( H_{RD} \) is \( 1 \times Q \) channel vector between the \( i_{th} \) relay and D with the Rayleigh fading inputs, \( P_R \) is the average transmit power per symbol at the relay, is the scaling \( G_i = 1 / \sqrt{P_i P_k \| H_{RD} \|^2 + N_o} \) gain in terms of the average SNR of the source/relay channel, and \( n_D \) is \( 1 \times Q \) AWGN with \( E[n_{RD} n_{RD}^H] = I_Q N_o \).

From (3) the instantaneous received SNR at the destination can be expressed as:

\[ w_b = \sum_{i=1}^{N_R} G_i P_s \| H_{SR} \|^2 / N_o + P_k \| H_{RD} \|^2 / N_o Q \]  

(4)

where \( w_{SR} = P_s \| H_{SR} \|^2 / N_o \) is the instantaneous SNR received from the source to the \( i_{th} \) relay with PDF \( f_{w_{SR}} (w_{SR}) \) and \( w_{RD} = P_k \| H_{RD} \|^2 / N_o Q \) is the instantaneous SNR received from the MIMO relay to the destination with PDF \( f_{w_{RD}} (w_{RD}) \).

The destination combines the received signals according to the diversity Selection Combining (SC). Finally, the equivalent SNR at the destination is expressed as:

\[ D = \max(w_{SD}, w_b) \]  

(5)

where \( w_{SD} = \| H_{SD} \|^2 / N_o \) is the instantaneous SNR from the source to the destination.

3. PERFORMANCE ANALYSIS

3.1 Optimal Power Allocation and SBS Algorithm

In SBS allocation we simplify (5) by approximating the received SNR at high values, with the help of the inequality of the arithmetic and geometric means (\( \alpha \beta \leq \sqrt{\alpha \beta} \)). We can approximate the expression as follows:

\[ \gamma(N) = \frac{P}{N_o} \left( \sum_{i=1}^{N_s} G_i P_s \| H_{SR} \|^2 \| H_{RD} \|^2 \right) \]

\[ = \frac{1}{N_o} \left[ \left( G_i P_s \| H_{SR} \|^2 \| H_{RD} \|^2 \right) \right] \]

\[ \leq \frac{1}{2N_o} \sum_{i=1}^{N_s} G_i P_s \| H_{SR} \|^2 \| H_{RD} \|^2 \]  

(6)

Assuming that each relay sends the signal with identical power and the total transmission power of the second phase is denoted as \( P_i \). For the relay selection, let \( T \) denote the number of the selected relays, with SNR output represent as:  
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\[ \gamma(T) = \frac{1}{2N} \sum_{i=1}^{T} G_i P_i \| H_{SR} \| \| H_{RD} \|, \quad i = 1,\ldots,T \leq N \]  

(7)

The optimal relay selection set overall relay selection set of \( T \):

\[ \gamma(T) = \max(T) \]  

(8)

To find the minimum number of \( T \) that has maximum received SNR, let the index set of all relays arranged by the rule:

\[ \| H_{SR} \| \| H_{RD} \| \leq \| H_{SR,i} \| \| H_{RD,i} \| \]  

(9)

This arrangement puts the relays with the bad CSI of S-D and D-R links in the bottom of the list, hence initially excluded. Therefore the optimization problem can be expressed:

\[ \max_{P_i, P_i'} \left\{ \frac{1}{2N} \sum_{i=1}^{T} G_i P_i \| H_{SR} \| \| H_{RD} \| \right\} \quad \text{s.t.} \quad P_i + P_i' = P \]  

(10)

By using Lagrangian multiplier, the sub- optimal power allocation is expressed as:

\[ P_i' = \frac{P}{2} \left( 1 + \frac{\zeta}{\sqrt{4 + \zeta^2}} \right) \quad \text{and} \quad P_i = \frac{P}{2} \left( 1 - \frac{\zeta}{\sqrt{4 + \zeta^2}} \right) \]  

(11)

where \( \zeta = \frac{\sqrt{T}}{2} \sum_{i=1}^{T} \| H_{SR} \| \| H_{RD} \| \)

After the relay selection set and power allocation are done, the optimum \( N \) of the set \( T \) can be found by eliminating the ineffective relay from the set \( S \) according to the following condition:

\[ \gamma(T) < \gamma(T-1) \]  

(12)

Based on the previous analysis, the SBS algorithm can be illustrated as follows:

1- Let \( S \) is the set of \( N \) relays that initially contribute in transmissions
2- Sort the index of all relays according to the rule in (9). Hence the relay with the smaller \( \| H_{SR} \| \| H_{RD} \| \) is discarded, i.e. \( \| H_{SR} \| \| H_{RD} \| < \gamma_h \)
3- Allocate the power between \( T \) relays and the source using the SBS power allocation in (11)
4- If \( \gamma(T) < \gamma(T-1) \), then exclude \( T \) from \( S \), else go to step 6.
5- Let \( T = T-1 \), if \( T \neq 1 \), return to step 3, else go to step 6.
6- End.

### 3.2 Outage Probability Analysis

In this section a new closed-form expression is derived for the cumulative density function (cdf) of \( Z \), which is used to find the outage probability Pout.

At the output of the destination node Pout is defined as \( Z \) falls below a certain threshold, under this condition, the outage probability can be given by:

\[ P_{\text{out}} = \Pr[Z \leq \gamma] = F_Z(\gamma) \]  

(13)

From the bound in (3.5), the cdf of \( Z \) is expressed as:

\[ F_Z(\gamma) = F_{\tilde{w}_D}(\gamma) \cdot F_{\tilde{w}_S}(\gamma) \]  

(14)

\( \tilde{w}_D \) follows an exponential distribution with cdf given by:

\[ F_{\tilde{w}_D}(\gamma) = 1 - e^{-\frac{\gamma}{\tilde{w}_D}} \]  

(15)

and \( F_{\tilde{w}_S}(\gamma) \) is the cdf of \( \tilde{w}_S \), that follows the central chi-squared distribution with 2Q degree as in:

\[ f_{\tilde{w}_S}(\gamma) = \frac{e^{-\frac{\gamma}{\tilde{w}_S}} \gamma^{Q-1}}{(Q-1)! \tilde{w}_S^Q} \]  

(16)

By substituting (3.16) and (3.17) into (3.18) with some algebraic manipulations, the expression is obtained:

\[ F_{\tilde{w}_s}(\gamma) = 1 - \frac{e^{-\frac{\gamma}{\tilde{w}_S}}}{(Q-1)! \tilde{w}_D^Q} \sum_{q=0}^{Q-1} \sum_{q=0}^{Q-1} \sum_{q=0}^{Q-1} \left( \frac{1}{\tilde{w}_S} \right)^{Q-q} \]  

(19)

The integral in appendix B at (B.4) is solved with the identity [12, 3.381.3]:

\[ \int_0^{\gamma} t^{1-a} e^{-t} dt = u^{a-1} \]  

(20)

yields to the expression in to the cdf at the \( i_{th} \) relay node occupied with Q antennas is given by:

\[ F_{\tilde{w}_S}(\gamma) = 1 - \frac{1}{(Q-1)! \tilde{w}_D^Q} \sum_{q=0}^{Q-1} \sum_{q=0}^{Q-1} \sum_{q=0}^{Q-1} \left( \frac{1}{\tilde{w}_S} \right)^{Q-q} \times \gamma^{Q-q-a} e^{\frac{\gamma}{\tilde{w}_S}} \Gamma(Q + z, \frac{\gamma}{\tilde{w}_S}) \]  

(21)

where \( \tilde{w}_S = \frac{P_s E[H_{SR}]}{N_s} \) \( \forall q \in [1,\ldots,Q] \) is the average SNR from the source to the MIMO relay, \( \tilde{w}_D = \frac{P_D E[H_{RD}]}{N_D} \) \( \forall q \in [Q,\ldots,1] \) is the average SNR from the MIMO relay to the destination, \( \tilde{w}_S = \frac{Q \tilde{w}_S}{\tilde{w}_S + \tilde{w}_D} \) is the end to end average SNR over the path through the relay.
Since $w_b = \arg \max_i w_i$, then the cdf of the best selected relay can be expressed as:

$$F_n(y) = [F_n(y)]^N = \sum_{k=0}^{N-1} (-1)^{N-k-1} [F_n(y)]^{N-k-1}$$

(22)

By using the multinomial theorem, the new exact expression of the cdf of the best relay selected in the network can be expressed in (23):

$$F_n(y) = \sum_{k=1}^{N-1} \left(1 - \frac{1}{N!} \right)^{N-k-1} \sum_{\mathbf{g} \in \mathbb{N}^q} \prod_{i=0}^{q-1} \mathbb{1}_{\mathbf{g}_i} \gamma_i^{N-n-1} \frac{1}{\prod_{i=q}^{q-1} \gamma_i}$$

(23)

where $\mathbf{g} = (g_0, g_1, K, g_q, K, g_{q+1})$ is the Q-dimensional vector of non-negative integers with the length definition of $g = \sum_{i=0}^{q-1} g_i$, the second summation term means that sum is taken all $g$ of length $y-t-1$, $\mu = \sum_{i=q}^{q-1} g_i$.

By substituting (15), (23) into (13) and applying the identity in (14) with some algebraic manipulation, the new closed-form expression for the end to end outage probability at the destination (Pout) is presented in (24), which is valid for an arbitrary Q of antennas at the relay.

### 3.3 Symbol Error Rate Analysis

In this section, closed-form expression for SER is derived using the cdf result in the previous section. This expression is valid for all general modulation forms that have the conditional error probability (CEP) of the form $Q(\sqrt{\beta})$.

where $Q(.)$ is the Gaussian Q-function and $\beta = \sin^2(\frac{\pi}{M})$ for M-ary phase shift keying (MPSK).

The most common approach to evaluate the SER is by integrating the CEP over the probability density function (pdf) of the received SNR [13]:

$$P_e = E\{Q(\sqrt{\beta y})\} = \frac{1}{\sqrt{\pi}} \int_0^\infty \left[ \frac{e^{-\beta y}}{\sqrt{y}} \right] F_n(y) dy$$

(25)

However, this work adopt the approach developed in [14-15], which allows us to express the SER directly using the cdf of the received SNR as follows:

$$P_e = \frac{\sqrt{\beta}}{\sqrt{\pi}} \int_0^\infty e^{-\gamma} F_n(y) dy$$

(26)

Substituting (26) into (25) with some algebraic manipulation, yields (27) solving the integral by applying the identity [12, 45.5.1]:

$$\int_0^\infty e^{-\gamma} \Gamma(r,c) d\gamma = \frac{c^r}{c^r + p} \gamma^{r+1} F_1(1, \mu + r, \mu + 1; \frac{p}{c + p})$$

(28)

where $F_1(a,b;c;d)$ is the hypergeometric function defined in [16]. Finally the exact SER can be expressed as (29).

The result in (29) is the new closed-form expression for the SER of the MIMO relay, where

$$\alpha = Q + \mu + \frac{1}{2}, \ \ t = \mu - k + \frac{1}{2}, \ \ \rho = Q - k + \frac{1}{2},$$

$$\sigma_i = (N-n-1) \beta \left(1 + \frac{1}{\gamma_i} \right) (N-n-1) \beta \left(1 + \frac{1}{\gamma_i} \right),$$

$$\delta_i = (N-n-1) \beta \left(1 + \frac{1}{\gamma_i} \right)(N-n-1) \beta \left(1 + \frac{1}{\gamma_i} \right)$$

3.4 Energy Efficiency

Using the SER expression derived in before to derive the energy efficiency according to [13]:

$$\eta = \frac{L(1-P_e)}{E}$$

(30)

$L$ is the length of packet, $E$ is the total energy consumption and $P_e$ represents the Symbol error probability at the destination.

$E$ can be calculated according to [13] as:

$$E = \frac{L_e P_t}{R_b}$$

(31)

where $P_t$ is the total consumed power, $L_e$ is the payload packet length and $R_b$ as the bit rate.

The total power in AF MIMO relay and are expressed as:

$$P_{out} = P_t + \lambda \left( \sum_{i=1}^{N} \left( \sum_{i=1}^{N} P_i \right)^{2} \right) + \lambda \left( \sum_{i=1}^{N} P_i \right)^{2}$$

(32)

where, $\lambda$ is the loss factor of the power amplifier, that lies in the range of $(0 \leq \lambda \leq 1)$, while (and $P_{out}$) are the power consumption of the circuit block of the transmitter and the receiver respectively.

Substituting (32) into (31), the expression for the energy consumption as:

$$E_{out} = \frac{L_e P_t}{R_b} \left( \sum_{i=1}^{N} P_i \right) + \sum_{i=1}^{N} \left( \sum_{i=1}^{N} P_i \right)^{2}$$

(33)

Finally, applying (29) and (33) into (30) the closed form expression for the energy efficiency for MIMO relay networks, expressed in (3.34):

Our expressions is a straight forward and easy to compute that composes from finite summations of standard hypergeometric functions, which are easy to simulate in software such as Mathematica or Matlab.

3.5 High SNR Evaluation

The closed-form expressions in the previous sections can be further analyzed for the high SNR regime by adopting the approach in [16] that for the uncoded systems, the outage probability and SER are approximated by a single polynomial term for $\gamma \rightarrow \infty$.

$$P_{out} = a \left( \frac{\gamma}{\sqrt{\pi}} \right)^{t+1} + o\left( \gamma^{-t-1} \right)$$

(35)

$$P_{e}^{\gamma} = 2^t a^t (t + \frac{3}{2}) (\frac{\beta \gamma}{\sqrt{\pi}})^{t+1} + o\left( \gamma^{-t-1} \right)$$

(36)
\[ P_{ae} = \sum_{n=0}^{N-1} \left[ \left( \frac{N-n-1}{Q-1!} \frac{1}{\prod_{q=0}^{n-1} \Gamma(q+1)} \right) \sum_{q=0}^{n-1} \left( \frac{N-n-1}{\prod_{r=0}^{q-1} \Gamma(r+1)} \right) \frac{1}{\prod_{r=0}^{Q-1-q} \Gamma(r+1)} \right] \sum_{n=0}^{N-1} \left( \frac{1}{(Q-1)!} \prod_{q=0}^{n-1} \Gamma(q+1) \right) \frac{1}{\prod_{r=0}^{Q-1-q} \Gamma(r+1)} \left[ \frac{N-n-1}{\prod_{r=0}^{Q-1-q} \Gamma(r+1)} \right] \]

The asymptotic outage probability is derived using the following proposition:

Proposition 3.1: For high SNR regime the asymptotic outage probability in (33) is derived from the exact expression in (19) with the help of the generalized power series expansion and the series representation of the incomplete gamma function. While deriving the asymptotic outage probability, the received SNRs of the cooperative path are re-expressed as \( \frac{\gamma}{\eta} \). The asymptotic outage probability expression as in:

\[ P_{ae} = a t(2t+1)! \left( \frac{\beta}{\eta} \right)^{-1} + \Theta \left( \frac{1}{\eta} \right) \]

The asymptotic outage probability is further simplified for \( t \) is a positive integer:

\[ P_{ae} = \left( \frac{\beta}{\eta} \right)^{-1} + \Theta \left( \frac{1}{\eta} \right) \]

Applying the identity in [8, 8.339.2], SER in (3.36) can be further simplified for \( t \) as:

\[ P_{ae} = \left( \frac{\beta}{\eta} \right)^{-1} + \Theta \left( \frac{1}{\eta} \right) \]

Proof: see appendix A

Next, the asymptotic expression of SER is derived by comparing the result in (38) with (24). Substituting the corresponding values of \( a \) and \( t \) into (37), the asymptotic expression of SER as in:

\[ P_{ae} = \left( \frac{\beta}{\eta} \right)^{-1} + \Theta \left( \frac{1}{\eta} \right) \]
As in (42) shows that $\eta$ decreases with respect to the increment of $\xi_d$ and $\xi_d$.

4. NUMERICAL RESULT

In this section, numerical results are presented to compare our scheme with fixed relaying schemes and to demonstrate the impacts of $Q$ and $N$ on the average received SNRs, the outage probability, SER and the energy efficiency. Our results are evaluated by Mathematica 5.2, where Monte Carlo simulations are performed in each case to compare and to investigate the reliability of our analytical expressions. Assuming the channel are generated with normalized noise gain and variance conditions, i.e.

$$N_e = E\left[|H_{SD}|^2\right] = E\left[|H_{SR}|^2\right] = E\left[|H_{RD}|^2\right] = 1.$$  

Moreover, the specification of mica2mote [19] are adopted in our simulations, i.e.

$$(P_s = 10^{-2}, P_r = 5 \times 10^{-5}, L = 80, L_e = 68 \text{ and } R_s = 10^3) \text{ and } P_{s,t} = \tau_{s,t} P \text{ and } P_{r,t} = \tau_{r,t} P$$  

where $\tau_{s,t}$ and $\tau_{r,t}$ are real positive numbers of the range $(\tau > 0)$ and $P$ as the total power in the system. Our results are compared with AP-AF and (S-AF) a selection scheme in presented in [8]. Similar conclusion can be obtained from both the outage probability and SER; hence only results for SER and the energy efficiency are presented.

The energy efficiency performance of SBS-AF, AP-AF and S-AF are plotted in Figure 2. As it is clear from the figure the enhancement of the energy efficiency in SBS-AF is about $6.21 \times 10^{-4}$ bit/J over S-AF and $1.461 \times 10^{-4}$ bit/J over AP-AF at $P_s = 10^{-2}$.

From the obtained result it is clear that the power allocation in SBS-AF scheme can optimize the energy consumed in both the transmission and in the forwarding respectively and thus improving the energy efficiency in a better way than the fixed relaying schemes.

Figure 3, plots the exact and asymptotic SER for different numbers of $Q$ at the relays with $N = 2$ and BPSK modulation. Consider the balanced hop case, i.e. $\tau_{SR} = \tau_{RD}$ and $\bar{\eta}_{SD} = \bar{\eta}_{SR} = \frac{Q}{\tau_{SD}}$. The figure shows there are significant variations in the slope of the curves which is the reflection of the diversity order. When $P_s = 10^{-2}$ the $Q = 3$ antennas system achieves about 6:1dB array gain than the $Q = 2$ antennas system, which confirms our conclusion that the diversity order increase with increasing $Q$ according to $\xi_d = 2Q + 1$.

Observing in the figure that the exact and the asymptotic expressions converge to the same value in high SNR regime. The figure also shows a comparison between Monte Carlo simulations results and the analytical expressions, which reveals the correctness of results with tolerance less than 1%.

Figure 4. plots the performance of SER for unbalanced hop case, in which by considering two locations for the relay access point to be presented.

Case A: is when the relay is closer to the source, i.e. $\tau_{SR} = 2$ and $\tau_{RD} = 1$, therefore $\bar{\eta}_{SR} = 2\bar{\eta}_{SD}$ and $\bar{\eta}_{SD} = \frac{Q}{\bar{\eta}_{SD}}$.  

Case B: is when the relay is closer to the destination, i.e. $\tau_{RD} = 1$ and $\tau_{SR} = 2$, so $\bar{\eta}_{SR} = \bar{\eta}_{SD}$ and $\bar{\eta}_{RD} = 2\bar{\eta}_{SD} / Q$.

The result in Fig.4 shows that the diversity order of ($Q+1$) is achieved by both cases. In low SNR regime, for example $P_s = 10^{-2}$ Case A and case B achieves 1:2 dB and 0:6 dB array gain compared to the balanced hops case. However in high SNR regime the gap between the two cases becomes larger, as case A converge with the balanced hops case to the same value.
5. CONCLUSION

In this paper, the energy efficiency and SER of MIMO cooperative relay networks were investigated. Under Rayleigh fading conditions, an AF relay network, where two nodes communicate with each other either directly or cooperatively via $N$ access point relays node occupied with $Q$ antennas is employed. TDM multiplexing was utilized in the relay to ensure consecutive transmissions through the network. Specifically, new selection scheme SBS-AF and analyzed the impact of number relays and number of antennas and the average received SNR on the energy efficiency, the outage probability and SER in i.n.d channel characteristics is proposed. The analysis was used to derive new closed-form expressions of the outage probability SER and valid for $N$ numbers of relays. For high SNR regime new asymptotic expressions to obtain the diversity order and array gain is obtained, which are important parameters for the design of an energy efficient wireless distributed networks. From the result, it is clear that the energy efficiency decreases with number of relays and antennas according to $L+1$. Finally, the impact of the relay location on the energy efficiency and SER is studied. Our results revealed that the SBS-AF scheme achieves the best energy efficiency than the other fixed.

6. APPENDIX A

Using the identity:

$$e^{-\sum_{n=0}^{N-1} \frac{t}{n!}} = \sum_{k=0}^{N} \frac{t^k}{k!} \sum_{n=0}^{\infty} \frac{1}{n!} = 1 - \frac{t^N}{N!} + o(t^N) \quad (A.1)$$

Re-write the cdf of $X$ as:

$$F_{wq}(x) = \frac{1}{L!w_{GR}} x^L + o(x^L) \quad (A.2)$$

where $L = N \cdot Q$.

By substituting (B.2) and (3.17) into (3.16) with some algebraic manipulation, the cdf of $w_q$ as:

**Figure 4.** Exact SER versus $w_{SD}$ for the unbalanced hops with $N=2$ and BPSK modulation.

**Figure 5.** Exact and asymptotic and simulations of energy efficiency versus $w_{SD}$ for the balanced hops case with $N=2$ and BPSK modulation.

**Figure 6.** Exact energy efficiency from versus $w_{SD}$ for the unbalanced hops with $N=2$ and BPSK modulation.
\[ F_n(y) = \frac{y^{L-1}}{(L-1)!} \int_{\pi_n}^\gamma y^{\frac{L-1}{L}} \frac{\gamma \int_{\pi_n}^\gamma \frac{\gamma^{L-1}}{L!(L-1)!} dy}{\pi_n^2} dy \]  

Solving \( a_1 \) by the identities in 8, 3.381.3] and [8, 8.352.4], the expression is obtained  

\[ 1 - \frac{y^{L-1}}{\pi_n^2} L(\gamma-L-1)! \]  

A2 is solved with the help of the generalized power series expansion for the exponential function in [8, 1.211.1] and for \( I(\gamma; t) \), the first order taylor series expansion is obtained as in:  

\[ 1 - \frac{\gamma^{L-1}}{\pi_n^2} L(\gamma-L-1)! \]  

Substituting (A.5) in (19) using the integral in (20), then applying the identity in (A.1) after some algebraic manipulation, yields to the expression in (38).
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