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ABSTRACT
For delay sensitive event based applications, structure free data ag-
gregation approach has been found to be more suitable because
of the reduced structure maintenance overhead. However, in the
literature, it has been observed that increasing the delay at inter-
mediate sensor node increases aggregation and the event notifi-
cation time. The objective is to investigate various structure free
aggregation schemes in terms of aggregation gain, event notifica-
tion time and the overall energy consumption. To achieve this ob-
jective, a comparative study of various structure free aggregation
techniques is presented. First, we investigate the potential of aggre-
gation in different structure free aggregation techniques for duty
cycled sensor networks. Then the performance of the aggregation
techniques is demonstrated with the help of simulations on Cooja
network simulator in Contiki operating system. From the results, it
has been observed that Tuned delay based aggregation scheme re-
duces energy consumption (upto 13%) as compared to Collect pro-
tocol. Moreover, it reduces the worst event notification time (upto
20%) in comparison to random delay based aggregation scheme.

General Terms
Wireless sensor networks, Data aggregation

Keywords
Structure free aggregation, Energy efficient routing, Event notifica-
tion time, Duty cycling, Aggregation Delay

1. INTRODUCTION
Sensor nodes have limited energy, transmission capability, comput-
ing power and are often non-chargeable. These nodes are battery
enabled and mostly deployed over isolated or hostile environments.
Therefore, it is essential for the network to stay alive for prolonged
duration to achieve good network lifetime. Sensor nodes gather
data from their surroundings, process it locally and finally trans-
mit the data packets to a designated node called as sink [1]. Most
of the time, correlated data packets are generated by several sensor
nodes from a sensing region. The correlated data is purely transmis-
sion overhead and increases the communication cost, which may
deplete the batteries of sensor nodes rapidly [24]. To minimize this

overhead, data aggregation or in-network processing is an elegant
solution. Data aggregation focuses on reducing the number of trans-
missions required to report gathered data or events. By using basic
aggregation functions such as Min, Max, Sum, Count, Avg etc., the
network traffic can be minimized [6].
Many energy efficient routing protocols use aggregation structure
such as clusters, trees (such as MST or SPT) or small chains to
aggregate data in the network. These techniques are suitable for
data gathering applications and use fixed structure to transmit en-
tire data to the final destination. Whenever there is a topological
change or failure in network, the structure needs maintenance or to
be reconstructed again. The structured aggregation approach incurs
high structure maintenance overhead in dynamic scenario. On the
other hand, structure free data aggregation approach is specifically
suitable for event based applications in dynamic networks (where
event triggering time and location is dynamic). This approach uses
anycasting to transmit data to sink and use early aggregation to
reduce the volume of data [9] In addition, structure free data aggre-
gation is observed as an efficient approach for mobile WSN (where
sensor nodes or the target region is not stationary).
Sensor nodes primarily consume energy for data communication
(i.e. number of transmissions or receptions) and an equal amount
of energy is consumed in idle listening state. In idle listening, sen-
sor node does not perform any useful work and depletes the node’s
energy. To minimizes this consumption, low duty cycling mecha-
nism is widely accepted solution. The low duty cycling technique
can reduce energy consumption tremendously, by minimizing the
idle listening. The sensor nodes do not perform any useful work
during idle listening and wastes almost one third of the residual en-
ergy of sensor node. In low duty cycling, sensor nodes remain in
sleep state for most of the time and turn on to active state periodi-
cally for few milliseconds to listen for the events. The basic idea is
to save energy by managing the active time of nodes properly and to
maximize their sleep time while achieving application goals such
as low latency or high throughput. Moreover, this scheme allows
the sensor nodes to optimize and balance their energy consumption
[14, 21].
This paper contributes by providing a comparative analysis of
structure free aggregation strategies for duty cycled WSN. The ba-
sic mechanism is to exploit the sophisticated delay at each aggre-
gation point for aggregating data in the techniques.
The contents of the paper are organized in the following man-
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ner. Section-2 discusses various existing structure free data ag-
gregation and dynamic aggregation aware routing techniques. The
MAC layer protocol (ContikiMAC) and routing layer protocol
(Collect) used in Contiki operating system are presented in section-
3. Section-4 introduces the network and energy model used for the
aggregation aware techniques. The discussion of the various struc-
ture free aggregation schemes is provided in section-5. The next
section-6 demonstrates the comparative study of the simulation re-
sults for the Normalized, Tuned and Randomized aggregation tech-
niques and Collect protocol. The conclusion and future scope of the
work are provided in section-7.

2. RELATED WORK
Several existing data aggregation protocols use fixed aggregation
structure such as clustering, aggregation trees and multiple chains
for aggregating data. These techniques use static route to forward
or aggregate data without considering the location, residual energy
or other routing metrics of the deployed nodes for making deci-
sion to construct a routing path dynamically. Some traditional data
aggregation protocols that use such routing or aggregation mecha-
nism are LEACH [13], PEGASIS [18], improved PEGASIS [19],
PEDAP [29], COSEN [28], BERP [15], TL-LEACH [20], TB-
LEACH [12], CHIRON [4], CREEC [25], EECF [17], EA-COSEN
[26] etc. These protocols are suitable for data gathering applica-
tions and performs well in static wireless sensor networks.
For event based applications, structured data aggregation tech-
niques suffer from topology maintenance overhead specially in dy-
namic network situations. In unstructured networks, dynamic rout-
ing is used to forward data for achieving efficient data aggregation
without experiencing maintenance overhead of the structure. Vari-
ous protocols use dynamic routing to forward and aggregate data to
the final destination that are explained as under:
The information fusion techniques are generally used to fuse the
data gathered from the surrounding. In these techniques, the role of
one node is fixed in advance (proactive) to fuse sensory informa-
tion even if there is no event in the network. Hence, assigning role
in advance may deplete the energy of designated nodes quickly. To
elevate this problem, Information Fusion based Role Assignment
technique was developed by Nakamura et al. [23]. Information Fu-
sion based Role Assignment technique (InFRA) assigns the role to
the designated node only when an event is detected in the network
(On-demand). The results confirms that InFRA reduces energy con-
sumption and increases aggregation in the network.
Dynamic Data Aggregation Aware Routing Protocol (DDAARP)
builds the routing tree dynamically to collect the data of the events
(having short duration). For such events, construction of the static
structure for aggregation is costly and requires large number of
messages, to set up the routing tree. To enhance aggregation,
DDAARP constructs the routes having higher data aggregation
rate, maximizing the overlapping routes and minimizing overhead
to build routing tree. The results provided in paper indicates that
DDAARP performs better than InFRA and DAARP protocol in
terms of scalability, communication cost, data delivery and aggre-
gation rate [31].
Data Aware Anycasting and Randomized Waiting- DAA+RW pro-
tocol routes the data packets dynamically by using anycasting. Fan
et al. was the first to use anycasting in sensor networks for devel-
oping Data Aware Anycasting and Randomized Waiting (DAA and
RW) protocol [9]. DAA + RW was the first structure free data ag-
gregation protocol suitable for those applications, where it is dif-
ficult to locate the center of event. DAA + RW protocol achieves
good performance in terms of aggregation gain without using any

fixed structure. But this protocol is not scalable i.e. it does not guar-
antee good aggregation gain as network grows and incur long delay
in large networks.
An another fuzzy based structure free aggregation technique was
proposed by Dietzel et al. [5] for Vehicle Ad hoc Networks. This
approach is suitable for those applications, where periodic data dis-
semination takes place around a large field like traffic information
system. To integrate highly correlated data, data aggregation takes
place based on fuzzy reasoning. This scheme performs better as
compared to flooding, in terms of bandwidth and congestion [5].
Dynamic and Scalable Tree- DST: Dynamic and Scalable Tree
protocol forwards data along the routing paths which have higher
chances of data aggregation. To balance the energy consumption
within network, this protocol uses dynamic aggregation structure
for relaying data towards sink. Hence, the routing tree is indepen-
dent of the order of events and changes each time on the occurrence
of an event. To establish the routing path, DST uses minimum num-
ber of control packets to reduce energy consumption. DST outper-
forms in terms of scalability, communication cost and the routing
structure cost in contrast to InFRA and DAARP [32].
Data aggregation supported by dynamic routing- DASDR: To per-
form energy efficient routing and aggregation in dynamic network
situations, DASDR scheme uses dynamic aggregation structure in
contrast to static routing techniques. To ensure the delivery of every
data packet at sink, concept of depth potential field is implemented
that forcefully forwards each data packet from source node to one
of their neighbors and finally, data packet is delivered to the des-
tination. In addition, each neighbor maintains queue to buffer data
packets and may try to spatially converge more data as compared
to existing techniques. The comparative results presented in paper
shows that DASDR is more energy efficient, having higher aggre-
gation ratio and more scalable than CT and SPT protocol [34].
Real Time Data Aware Anycasting and Judiciously Waiting: Yousefi
et al. [33] found that in dense networks, data aggregation reduces
energy consumption by eliminating default repetitiveness in sensed
data. Yousefi et al. proposed structure free real time data gather-
ing techniques, using spatial and temporal convergence of data,
called as Real time Data aware Anycasting and Judiciously Wait-
ing. These techniques are evaluated using extensive simulations in
ns2, based on delay, power dissipation, reductions in communica-
tion traffic and discarded packets during transmission to sink. The
performance of Real time Data aware aycasting and Judiciously
waiting protocol is much better than conventional protocols like
SPEED, DASDR and DAA+RW [33].
dYnamic scalablE tree Aware of Spatial correlaTion- YEAST: To
get accurate data, sensor nodes are densely deployed in several ac-
curacy sensitive applications. In these networks, neighboring nodes
are likely to collect correlated and redundant data which may en-
hance energy consumption in sensor network. In YEAST, sensing
field is divided into several correlated regions and one of the node
called as representative node is elected to aggregate and forward the
data to the next hop. Nodes detecting the same event are grouped
in one correlated region and each correlated region have only one
representative node whose role is rotated after every round to bal-
ance the energy consumption among the nodes. YEAST is evalu-
ated in terms of accuracy of event detection which is 95% and can
save 75% residual energy as compared to traditional data gathering
techniques [30].
Structure Free and Energy Balanced- SFEB: Chao et al.[3] pro-
posed a novel approach called as structure free and energy balanced
data aggregation for sensor networks. This scheme overcomes the
drawbacks of DAA + RW protocols and is designed for spatial
and temporal convergence of the data. Moreover, the aggregator is
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elected dynamically using light weight aggregator election mecha-
nism. For early aggregation, data aggregator are selected as soon as
possible in setup phase. To balance energy consumption, this tech-
nique implements scheduled data aggregation among the neighbors
of the aggregator. Simulated results confirm that this technique im-
proves aggregation gain and consume less energy [3].
Aggregation Aware Early Event Notification Technique-AAEENT:
To improve the event notification delay and aggregation gain,
AAEENT [27] scheme is proposed. This technique uses aggrega-
tion aware reliable routing policy to relay the data in the network.
The simulated results confirm the superiority of the technique in
terms of aggregation, event notification delay and power consump-
tion in comparison to existing aggregation schemes.

3. PRELIMINARIES
An idle listening is useless radio state in which sensor nodes con-
sumes almost one third of the total energy of a sensor node as dis-
cussed in section-1. To minimize this energy wastage, low duty
cycling is one of simple and efficient approach for WSNs. The
low duty cycled sensor networks are categorized as synchronous
and asynchronous low duty cycled sensor network. In synchronous
low duty cycled WSN, source and destination nodes have synchro-
nized transmit and receive schedules. Therefore, sender transmits
data only when the receiver is checking channel to receive data
packet. In asynchronous low duty cycled WSN, nodes remain in
sleep state to save the power. The energy consumption is reduced
tremendously in this dormant phase. To detect an activity in sensor
network, nodes periodically wakeup to sample the wireless chan-
nel. Whenever any node detects radio signal in the network, it turns
its radio on and starts receiving the data packet. The performance
(in terms of end to end delay and aggregation gain) of the syn-
chronous low duty cycled WSN is significantly higher than that of
asynchronous schemes. But synchronous schemes are not suited
well for dynamic sensor networks where it is difficult to maintain
synchronized schedules for source and destination. The aggregation
strategies are designed to work above the ContikiMAC protocol [7]
and are implemented as a part of network layer. To understand the
basic functionality of ContikiMAC- duty cycled MAC protocol and
Collect routing protocol, an introductory information is provided in
the following sub-sections.

3.1 Low Duty Cycled WSN- ContikiMAC
The ContikiMAC protocol is designed as simple and efficient pro-
tocol for low power duty cycled WSNs. It is more power effi-
cient than its ancestor protocol: X-MAC [2]. It uses asynchronous
duty cycled schedules for communicating with neighbors and other
nodes. The strict timing constraints and fast sleep mechanism in
contikiMAC ensures that it is power efficient protocol. By learning
the wake-up schedule of the receiver, it optimizes the transmissions.

3.2 Contiki- Routing protocol (Collect)
Many wireless sensor network applications use collection tree pro-
tocol (CTP) for reliable data delivery. The collection tree routing
protocol is used to find an optimal path between a pair of wire-
less sensor nodes in highly dynamic environments. The various
functions of CTP include: creation of routing tree, neighbor dis-
covery, maintenance of neighbor tables, link estimation (using ex-
pected number to transmissions- ETX), adaptive beaconing (using
few beacons to control traffic) and data path validation (by detec-
tion and recovery from path failures). Due to these features, this
protocol is robust to failures and topological changes. The data

Fig. 1: Event Processing in Contiki- Collect protocol

path validation is one of the important module of Collect proto-
col [10, 11]. Firstly, the nodes construct virtual tree by organiz-
ing themselves for data transmission from source to sink. The rt-
metric of the each node is updated based on the rtmetric of every
new discovered node. The neighbor tables receive their entries by
sending and receiving the announcement packets through the rime
announcement primitive. For delivering data, Collect discovers re-
liable route by using expected transmission count in link estima-
tion phase. The expected transmission count represents the number
of transmissions required for successful delivery of data at the fi-
nal destination. The value of the rtmetric assigned to the nodes
decreases towards the sink and is minimum (zero) for the sink.
Based on the ETX values, each node selects the best parent (hav-
ing lesser ETX). Moreover, some control packets are used by the
nodes to update rtmetric values to deal with topological change by
using Trickle algorithm [16]. Figure 1 demonstrates the processing
of data for various modules at different nodes in Collect protocol.
The Trickle algorithm sends only the core updates to dynamically
selected and advised paths in the network. Moreover, Collect dis-
covers the routing loop and route inconsistencies, whenever there is
a packet to transmit. These loops and route failures are repaired by
route recovery module. So nodes will wait and transmit data over
an updated and consistent path instead of dropping packet.
To transmit or receive data from the parent node, each node main-
tains a send queue to store recently forwarded or received packets.
It is also used to eliminate the duplicate data packets received at a
particular node. The receiver sends a positive acknowledgement for
a successful data delivery. In case of failure, the data is retransmit-
ted again. There is limit on the number of retransmissions at each
node and after exceeding that limit, node drops the data packet.
Several primitives used by CTP are demonstrated by figure 2 and
are explained as under:
All the functions except unicast send primitive are part of the
Collect routing protocol. The unicast send primitive is an inter-
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Fig. 2: Various activities and flow of data among them at a node in Collect

face between Contiki- Collect and ContikiMAC protocol. The col-
lect send is used as an interface for the application layer of the
sensor node. The packet from the unicast layer is received at the
node packet received function. Both functions collect send and
node packet received add packets to the packet queue and then
call the function send queued packet to try forwarding the packet
to the next parent if the current node is not the sink. The flow of
data among various primitives in Contiki- Collect implementation
is shown in figure 2.

4. SIMULATION SCENARIO
The first sub-section presents the network scenario used for the
simulation of the structure free data aggregation techniques. The
energy model used to compute the energy consumed in different
states is explained in the next sub-section.

4.1 Network Model
To test the performance of the aggregation schemes, 25 nodes are
deployed over a grid of 100m x 100m by using Cooja network sim-
ulator. The nodes are low power wireless sensors devices (Tmote
sky) and are homogeneous i.e. every node is equipped with sim-
ilar resources. The transmission range allows each node to com-
municate with other nodes that are only one hop away. Each event
has its own predefined radius and is spatially distributed. The inter-
node separation, transmission and interference range is fixed for
each node in advance. Each sensor node is using Contiki operating
system to generate, process and to communicate data over the net-
work. The network can detect, process and transmit different types
of arbitrary events within the network. In this network scenario, 25
nodes are deployed to sense and track events, out of which 22 nodes
are triggered by 6 different types of events. Each intermediate node
holds the transmissions for short duration and tries to aggregate the

data received from their immediate neighbors. The aggregated data
is transmitted to next hop and the same procedure is repeated for
the next hop until data is delivered to the final destination.

4.2 Energy Model
Sensor nodes are power deficient, therefore an efficient use of en-
ergy remains the key challenge in sensor networks. In this work,
sensor nodes (Tmote sky) which are powered by two AA batteries
are used to test the performance of the aggregation schemes. The
power consumed by Tmote sky to process data by MPU (active
mode and low power mode) is 5.4 mW and 0.163 mW respectively
[22]. The radio contributes for maximum energy consumption to
handle communication among the nodes in the network. Therefore,
to minimize energy consumption, nodes use low duty cycled ap-
proach. A linear model is used by energy estimation module to
compute energy consumed by sensor nodes [8]. The energy con-
sumed by sensor nodes in different states is given below:
Ecpu - Energy Consumed by MPU in Active Mode
Elpm - Energy Consumed MPU in Low Power Mode
Etx - Energy Consumed by radio in Transmit Mode
Erx - Energy Consumed by radio in Receive Mode
Esilj - Sum of power consumed by all other components such as
sensors and LEDs. where

Esilj =

n∑
i=1,j=1

silj (1)

The value of Esilj is negligible as compared to energy consumed
by MPU and radio. The total energy consumption is denoted by Et

is as under:

Et = Ecpu +Elpm +Etx +Erx (2)

Ct and Lt - Amount of time that MPU is spent in active mode and
low power mode,
Tt and Rt - Data transmission and reception time. Total MPU time
(active + low power mode) Tm = Ct + Lt

Ecpu =
1.8× Ct

Tm

× V (3)

Elpm =
0.0545× Lt

Tm

× V (4)

Etx =
17.7× Tt

Tm

× V (5)

Erx =
20× Tt

Tm

× V (6)

(7)

Residual Energy of a node can be computed as:

Eres = Et +Econsumed (8)

5. AGGREGATION STRATEGIES- NDDA, RDA
AND TDA

In this paper, Normal distribution delay (NDDA), Randomized de-
lay (RDA) and Tuned delay (TDA) based structure free aggregation
schemes are investigated for duty cycled WSN. The summarized
information about these schemes is given in the following para-
graphs.
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5.1 Normal distribution delay based aggregation-
NDDA

The normalized delay at every aggregator is essential to reduce the
end-to-end delay and energy consumption. In normal distribution
delay based aggregation scheme, the aggregation delay is normal-
ized among the sensor nodes. In this scheme, standard normal dis-
tribution is used to generate Gaussian random number for com-
puting the aggregation delay. The procedure to generate Gaussian
random number by using Box-Muller algorithm (with mean ’0’ and
standard deviation ’1’) is given below:
LetU1 andU2 be two random number distributed uniformly among
the interval [0,RAND MAX].

U1 = rand() ∗ (1.0/RAND MAX); (9)

U2 = rand() ∗ (1.0/RAND MAX); (10)

Z1 =
√
−2× logU1 × cos(2πU2) (11)

Z2 =
√
−2× logU1 × sin(2πU2) (12)

Z1, Z2 are normalized variable obtained by using standard normal
distribution. This normalized form of delay helps in reducing the
connectivity holes in the sensor field, specially near the sink. This
uniform distribution of the aggregation delay helps in reducing the
event notification time as well as energy consumption.

5.2 Randomized delay based aggregation- RDA
The amount of aggregation in this randomized delay based aggre-
gation scheme depends on the aggregation delay assigned to an ag-
gregator. In this scheme, pseudo random number generator is used
to generate the random values that can be assigned to each aggre-
gating node. The pseudo random integral number generator func-
tion rand() generates the numbers between a specified range (0 to
RAND MAX).

aggdelay = abs(rand()%n) (13)

where n ∈ [0, RAND MAX]. To improve aggregation gain, each
aggregator must delays the transmissions to gather and aggregate
more data from the descendant or neighboring nodes. To avoid the
adverse effect on end to end to delay, this function is used to rein-
force set of smaller values for every aggregator. Finally, the con-
verged data is delivered to the sink through various aggregators.
Due to randomness, this method does not distribute the values (ag-
gregation delay) uniformly among the nodes in the networks.

5.3 Tuned delay based aggregation- TDA
In tuned delay based aggregation scheme, the objective is dis-
tribute the delay uniformly so that end to end delay can be mini-
mized. In this technique, pre-determined aggregation delay intro-
duced at each intermediate node for the aggregation. By tuning the
pre-defined delay among the aggregators, the performance of the
scheme is improved. Although it requires extensive simulations,
but the significant performance can be achieved over the existing
randomized delay based aggregation scheme.

aggdelay =
δ

ρ
(14)

where ρ is pre-defined delay for each intermediate node and δ is
tunable parameter for this scheme.

6. DISCUSSION OF RESULTS
The performance of the Normalized, Randomized and Tuned delay
based aggregation schemes is measured by using three parameters
that are explained as under:
Aggregation Gain: It is the number of data packets aggregated by
the intermediate nodes (aggregators) in the network. The aggrega-
tion gain is directly proportional to the aggregation delay and size
of the aggregation queue used for storing data packets.
Event notification time- ENT: It is the amount of time taken by a
node to report data of a sensed event to final destination (sink). The
minimum time taken by the nodes to report a sensed event repre-
sents best ENT and worst ENT refers to the maximum time taken
by data packet of a particular event to reach the final destination.
Both the best and worst ENT depends on the network congestion
and aggregation delay introduced at each aggregator.
Energy Consumption: Each sensor node consumes some energy
for processing and communicating data among the neighbors. The
energy consumed by the different components of a sensor node in-
cludes MPU (in active and low power mode) and Radio (for data
transmissions and receptions).

6.1 Aggregation Gain
The aggregation gain depends on the waiting period assigned at
each aggregator before the received data is forwarded to the final
destination. The degree of aggregation depends on the number of
data packets that an aggregator can buffer and it directly affects
the aggregation gain. Figure 3 shows that number of packets ag-
gregated in TDA, NDDA and RDA schemes. It is clear from the
figure 3 that NDDA scheme achieves highest aggregation by aggre-
gating eight data packets. NDDA technique aggregates atleast one
data packet for each event except event having id E4. The TDA
scheme aggregates seven data packets and the event having id E0

aggregates maximum (three) data packets. Random delay based ag-
gregation has equivalent performance in terms of aggregation, but
event reporting is higher than Collect protocol.
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6.2 Event Notification Time
The Tuned, Normalized and Random delay based aggregation
schemes minimize the data traffic in the network and hence de-
creases the chances of congestion as compared to Collect protocol.
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The Tuned delay based scheme performs better than NDDA and
RDA in terms of overall worst event notification time. The compar-
ative analysis in terms of best and worst ENT of both the schemes
is provided in the tables 1 and 2. The tables indicate that the worst
ENT of the TDA is better as compared to NDDA and Collect pro-
tocol. Tuned delay based aggregation scheme has comparable per-
formance with Collect protocol in terms of ENT.

Table 1. : Comparative analysis of best ENT in TDA, NDDA, RDA and
Collect protocol

Best ENT (seconds)
Event ID TDA NDDA RDA Collect

E0 05.056 08.056 03.057 04.055
E1 28.569 28.430 15.929 06.430
E2 21.807 43.806 48.306 37.307
E3 43.931 46.556 19.805 40.680
E4 52.181 49.431 56.557 48.306
E5 05.181 11.931 06.430 08.432

Table 2. : Comparative analysis of worst ENT in TDA, NDDA, RDA and
Collect protocol

Worst ENT (seconds)
Event ID TDA NDDA RDA Collect

E0 43.305 45.679 28.307 57.431
E1 52.556 62.806 55.681 47.431
E2 33.556 48.307 74.306 58.682
E3 52.805 46.556 36.430 59.569
E4 59.682 66.057 58.556 59.805
E5 28.056 42.306 30.444 49.180

6.3 Energy Consumption
The main components of a sensor node that consume energy are
MPU (mircocontroller) and radio. The MPU (active state) consume
energy for processing data whereas the radio utilizes energy for
communicating data over the network. The energy consumed by
each node in different states such as MPU (both active and low
power mode) and Radio (transmissions and receptions) is com-
puted for NDDA, TDA, RDA schemes and Collect protocol. Fig-
ure 4 shows the energy consumed by MPU for TDA, NDDA, RDA
schemes and Collect protocol. The comparative study elaborates
that TDA scheme consumes significantly less energy than RDA and
Collect protocol. From the figure 5, it has been observed that TDA
scheme remains in low power mode for extended time and hence
saves the overall energy. To communicate with other nodes, sen-
sor nodes consume energy by transmitting and receiving data in
the network. Figures 6 and 7 illustrate the energy consumed by the
radio for data transmissions and receptions. It is abundantly clear
from the figures 6 and 7 that the TDA performs better than NDDA,
RDA and Collect protocol. Table 3 and figure 8 shows overall en-
ergy consumed in various states. From the figure 8 and table 3, it
has been observed that the overall performance of the TDA is much
better than NDDA, RDA and Collect in terms of energy consump-
tion.
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Table 3. : Comparative analysis in terms of overall energy consumption in
TDA, NDDA, RDA and Collect

Energy Consumption (Joules)
States TDA NDDA RDA Collect
MPU (Active Mode) 3.91 3.91 4.26 4.51
MPU (Low Power Mode) 1.24 1.24 1.23 1.22
Radio (Transmissions- Tx) 3.78 3.85 3.95 3.97
Radio (Receptions- Rx) 7.38 7.52 7.72 8.97
Total 16.31 16.52 17.16 18.67

7. CONCLUSION AND FUTURE DIRECTIONS
In this paper, Tuned, Normalized and Randomized delay based
structure free aggregation techniques are evaluated and investigated
for performance by using various parameters like aggregation gain,
energy consumption and event notification time. Through extensive

simulations, it has been observed that tuned delay based aggrega-
tion scheme performs better than NDDA, RDA and Collect pro-
tocol in terms of worst ENT and energy consumption. From the
results, it is clear that Tuned delay based scheme aggregates 32%
data and reduces energy consumption (upto 13%) as compared to
Collect protocol. TDA scheme also decreases worst event notifica-
tion time (upto 20%) in comparison to RDA aggregation scheme.
This work can be extended by using some other network param-
eters for introducing the aggregation delay. Furthermore, there is
a need to optimize the energy consumption and event notification
time as there is trade-off between these two parameters.
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