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ABSTRACT 
The main task for a cognitive radio system is to adapt to the 

transmission parameters in a dynamically changing environment. 

The nature of wireless channels and the number of transmission 

parameters to be optimized in various layers add more 

complexity to the adaptation process. In these situations Case 

Based Reasoning (CBR) agent along with optimization 

algorithm provides a robust solution. CBR Agent develops cases 

as the changes occur in the environment and acquires an 

understanding of the system. As new situations occur, 

experience from the previously developed cases is taken into 

consideration and a solution to the system is provided. In real 

time with training, the Cognitive Engine (CE) learns the 

variations occurring in the environment and utilizes the 

previously existing cases to provide new solution. As well as if 

abruptly some unexpected situation is encountered then the 

optimization algorithm is initiated and a solution is designed as 

per the need of the environment and this case is also added to the 

case list for future reference. Hence variations in the 

environment are mapped extensively and the optimization 

process becomes more efficient. In the present work case based 

reasoning along with particle swarm optimization is 

implemented.  
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1. INTRODUCTION  
Cognitive Radio (CR) is an intelligent radio which observes the 
environment, learns from various aspects of it, in order to 
change its existing parameters in accordance with the needs of 
the environmental predicates and the quality of service required. 
Various transmission parameters adapt themselves as per the 
needs of the external environment. To accomplish the task of 
cognition, the cognitive engine has been modeled by many 
researchers world over. Different approaches of artificial 
intelligence are used to design the optimization and modeling 
tools for cognitive radio. These approaches have been used for 
the evaluation process, under different link states. The link state 
can be represented as an objective in the optimization approach, 
so as to find the reconfiguration parameters used by CR under 
current link state. Most of the previous work is done using 
Genetic Algorithm (GA). In papers [4], [2], [5], [6], Bio-Inspired 
function for optimization and decision making have been 
proposed. The focus of these works was mainly on the 
adaptation and optimization of physical layer parameters, such 
as transmit power and modulation scheme.  

There were many drawbacks of Genetic Algorithms like:  

1) It takes long time to find optimum parameters that attain 
convergence.  

2) Fitness value is negatively affected with the increase in 
the number of objectives.  

3) Fitness values are affected negatively as the parameters 
increase. 

It has been seen that Particle Swarm Optimization (PSO) has 
also been used in cognitive radios to reduce the computational 
complexity and time of GA. In [7] the comparison of GA and 
PSO is presented and it is proved that PSO is more 
computationally efficient. Case Based Reasoning (CBR) along 
with Adaptive Discrete Particle Swarm Optimization (ADPSO) 
in turn maintains a potential to be much more computationally 
efficient and robust to contradicting objectives and provides 
more extensive solutions. 

In this paper, we propose a Reasoning Agent for CR where Case 
Based Reasoning (CBR) with Adaptive Discrete PSO (ADPSO) 
algorithm work together to adapt parameters from multiple 
layers of a CR node. The CBR with PSO gives highly efficient 
solutions and convergence time is also reduced as cases are 
developed. Also, ACK (acknowledgement) from receiver is used 
as a parameter in the adaptation process. The physical layer 
adaptation parameters (transmit power and modulation scheme) 
for 16 sub channel system with 3 objectives (minimum BER, 
maximum data rate, and minimum power consumption) have 
been considered in the present research.  

The organization of the paper is as follows: Section 2 gives the 
overview of case based reasoning and decision making in CR 
and presents a brief description of ADPSO. Section 3 gives the 
Algorithmic approach of the CBR based reasoning agent. 
Results are presented in section 4 and section 5 we discuss the 
conclusion and observations.  

2. CASE BASED DECISION MAKING 

THEORY AND OPTIMIZATION 

ALGORITHM  
The CE consists of three major processes:  

Orientation;  
Reasoning, learning & decision-making; and solution mapping 
and validity check.  
 
The scenario information is translated into a service request 
vector in the orientation process. The information on the specific 
radio environment and the service request are included in service 
request vector. The reasoning, learning and decision-making 
process takes the service request vector as input and determines 
a possible solution. If the anticipated performance of this 
solution does not satisfy a certain criterion, the solution will be 
further adapted using adaptation mechanisms until the 
performance criterion is met or an adaptation time limit is 
reached. The solution mapping and validity check process maps 
the solution to operational parameters for specific actions and 
validates it before applying to the radio [1]. CBR is a reasoning 
process based on experiences (cases), which resembles human 
reasoning process to some extent. 

One of the advantages of CBR, is that it can work with limited 
knowledge of the system and provide the solution quickly [4]. 
This makes CBR better suited for real time application where 
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complete pictures of the scenario is not always available and 
decisions have to be taken by perceiving close approximations to 
the existing cases. The case based reasoning agent designed in 
this work proposes solutions based on the cases (experiences) in 
the case database, revises the old solutions for the new situation, 
evaluates the performance before applying the solution in the 
real environment, collects and analyze the feedback information, 
and updates the case database based on the analysis. 

2.1 Definition of Case  
 

A case is the fundamental element in a CBR system, it 
represents an experience. All other components in a CBR system 
take a case either as input or as output. A case is defined in [4] 
as follows.  

“A case is a contextualized piece of knowledge representing an 
experience that teaches a lesson fundamental to achieving the 
goals of the reasoner”. 

2.2 Components of CBR  
Definition of Case-based reasoning refers to the reasoning 
process based on previous recorded experiences (cases). A case-
based reasoner is an entity that performs case based reasoning. 
In general, CBR consists of case representation or case 
formulation, case selection and retrieval, case evaluation and 
adaptation, case learning and case database maintenance [4, 2].  

In case based reasoning the case should be explicit in the 
following:  

 Description of problem: Describes the relevant 
experience. It specifies the detailed information about 
the problem including the radio environment and the 
service request with its QoS (Quality of Service) 
requirement.  

 Solution approach: Explains how the problem was 
solved in the past. It specifies a possible radio 
configuration for the problem specified in the problem 
description.  

 Feedback or Outcome or validity of the solution: 
Records the result of applying the solution. It specifies 
the feedback from the real environment (e.g., success 
or failure)                  after the solution was applied to 
the customer premise equipment (CPE) [8].  

The general structure of the case is given in Fig. 2. The 
“Problem” specifies the general event (e.g., new customer 

premise equipment [8] service request, and Primary user (PU) 
detection, the channel condition (path loss), and the QoS 
requirement (BER).  

The “Solution” includes information on modulation and coding 
scheme, interleaving, transmission power, and bandwidth use. 
These are the system parameters the CE can adjust. The 
“Outcome” includes feedback information (achieved utility). 

 

Fig. 1. Reas

oning 

Agent 

2.3 Case Selection and Retrieval  
The case selection and retrieval in CBR searches the case 
database for cases that satisfy the request to a certain extent. 
Those cases that comply with the policy vector will be collected 
for further processing. We call them valid cases. The retrieval 
criterion is the most important aspect in effective case retrieval 
[2]. For example, shorter Euclidean distance between two 
situations does not always guarantee a closer match of the two 
situations. This is why the policy guided retrieval is applied in 
the Case Based Reasoning - Cognitive Engine (CBR-CE). The 
case selection and retrieval module returns the best matched case 
or cases among the valid cases according to a selection criterion. 
One or multiple valid cases with highest utility are returned. The 
choice of the selection criterion is an open question in many 
CBR applications. The utility metric we use is a choice with 
acceptable performance. Other metrics in utility functions such 
as those discussed in [3] can be adopted easily in this process of 
designing the CBR. For example, it is easy to implement case 
selection functionality with a metric on transmission power, for 
example selecting a case with the minimum transmission power. 
 

 
Fig 2. Case Structure [1] 
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2.4 Case Evaluation and Adaptation  
The case evaluation module evaluates the performance of the 
retrieved case from the case selection and retrieval module either 
by using a performance model or by applying the solution and 
observing the outcome. The retrieved case is expected to be 
applicable to the new problem. However, the applicability or the 
performance is not guaranteed. The retrieved case is recorded as 
a solution to a previous problem and retrieved as a possible 
solution to the new problem due to the similarity between the 
old problem and the new one. If the performance of the retrieved 
case is not satisfactory, the case is modified by the case 
adaptation module. Note that the case evaluation and case 
adaptation can be recursive in order to obtain an appropriate 
solution. It increases the processing time. Therefore, it is 
employed only if it is needed. 

2.5 Case Learning and Case Library 
A case library is an ensemble of similar cases. Several case 

libraries can be organized in a hierarchical structure into a case 

database for efficient retrieval. Experiences are remembered by 

the CBR system as cases in the case database. The CBR gains 

additional information, or learns, by solving new problems or 

receiving feedback. As the experience increases, more cases are 

accumulated in the case database. New experience may also be 

incorporated in the case database by updating the existing cases. 

In this way, the size of the case database will not increase 

linearly with the number of new problems and may finally 

converge. Although a larger case database does not always 

guarantee better performance for a specific problem, a CBR 

system can generally return a better solution with a larger case 

database than with a smaller one. This performance 

improvement reflects the learning capability of a CBR system. 

The case database maintenance module is critical to the learning 

process and reasoning process of the CBR-CE. When a solution 

to a new problem is formulated, this solution needs to be 

“remembered” by the CBR for future use. The outcome of 

applying this solution to the new problem should be 

“remembered”, too. As more and more cases are recorded in the 

case database, the CBR gets more and more efficient in the sense 

that it can utilize cases in the case database to the new problem 

instead of finding a solution from scratch using computationally 

intensive optimization. Another important consideration in case 

database maintenance is the balance between the number of 

cases in the case database and the amount of time used in case 

retrieval. A larger case database covers a larger problem space. 

However, this usually also means a longer case retrieval time 

and larger memory space. Although memory size is becoming 

less of a concern in modern system design due to advancements 

in memory size, processing time is always a big concern in many 

wireless applications. Therefore, an appropriate case granularity 

needs to be defined and redundant cases removed from the case 

database to improve execution time [1]. 

2.6 Optimization Algorithm: Particle Swarm 

Optimization (PSO) 
In PSO, a set of random solutions (initial swarm) is generated. 
This swarm is distributed in the design space towards the 
optimal solution over a number of iterations (moves) based on 
large amount of information about the design space that is 
assimilated and shared by all members of the swarm. Adaptation 
and optimization in CR is the process of determining the best 
transmission parameters that achieve QoS requirements, under 
specific constraints. The Cognitive Engine (CE) uses the 

optimization algorithm to find this optimal set of transmission 
parameters, and to achieve the best value of the desired objective 
(Obj). The best objective value corresponds to the best fitness (f) 
value. The optimization algorithm has the following equation:  

                        max
( )f Obj a

 

Where 1 2
[ , ,..., ]

n
a a a a

 denote the set of adapted 
parameters to achieve desired objective (transmit power, 
modulation scheme, carrier frequency, packet length, etc). Many 
objectives represent the link states such as minimum bit error 
rate, maximum data rate, maximum throughput, minimum power 
consumption and maximum spectral efficiency. The data rate 
and bit error rate are very important to ensure required QoS and 
power consumption is very important objective in green 
cognitive radio application. 

The main aims of the optimization and adaptation algorithm are: 

 Reducing the time taken to converge while finding the 
optimal set of parameters for CR in multi-carrier 
system with multiple-objectives in a time varying 
channel. 

 Overcoming local optimum problem in DPSO and 
GA. To achieve this objective, ADPSO converts each 
parameter in the particle; to binary format with a 
specified number of bits to represent the whole search 
space of each parameter (setting the correct number of 
bits is an important task, because the search space 
depends on how we choose to represent the parameters 
in binary format). 

In our case based approach for designing a reasoning agent we 
use ADPSO (Adaptive Discrete Particle Swarm Optimization) 
[9]. The main aim of the work is to use case base theory to 
approximate the environmental variation completely and use the 
existing cases in making decision for new environmental 
changes, whereas the optimization algorithm runs for some 
instances but after sufficient training, enough experience is 
gained regarding the behavior of the environment. In our 
approach we try to minimize the initiation of adaptation 
algorithm for every instance of environment change, rather after 
some training the case based algorithm gains enough experience 
in terms of various cases to model the new demands of the 
environment and QoS. 

3. ALGORITHMIC APPROACH OF THE 

CBR BASED REASONING AGENT 
In a case based system, solutions to varying conditons of 

environment, QoS or user requirements are saved as cases. 

These cases are utilized to approximate a solution when a similar 

case occurs. In this paper we first define three different 

scenarios: 

 First Scenario is the case where the QoS requirement of the 

communication is given importance and accordingly the 

Optimization algorithm adapts itself to provide cases which 

suffice the requirement. 

 The second scenario takes care of the fact when low power 

transmission is required. 

 Third scenario incorporates the conditions where high bit 

rate transmission is required and forces the optimization 

process to deliver according to the high bit rate constraints. 
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Fig. 3: Case Based Decision Making with Adaptive Discrete Particle swarm Optimization

In rule based systems based on case based decision making the 

optimization algorithm works in the background and the case 

based system handles most of the load. This approach decreases  

the convergence time required to reach a solution and results in 

an better optimized performance. In the present work 16 sub 

channel system is considered and three scenarios have been 

defined as explained earlier. Each case stored in the case base is 

constituted of complete description of the environmental 

parameters, fitness value, feedback or validity of the solution, 

solution in terms of modulation, packet length, coding, transmitt 

power etc. As solutions are provided on multiple objective 

adaptation hence we can add more explicit parameter details 

which make the approximation more accurate. 

In the case based approach, initially as the external parameters 

change adaptation algorithm provides solutions accordingly. 

These solutions are validated and if the performance creteria as 

per demands of scenario is met then an acknowledgement 

(ACK) is sent. The solution along with feedback and objectives 

is stored in the case base as a case, likewise if an negative 

acknowledgement (NACK) is received then that case is also 

stored and adaptation mechanisms performs further optimization 

till an optimized solution is achieved which meets the 

performance criteria or an adaptation time limit is reached . This 

is the infancy stage of the case based system and after some 

training it gets experienced with cases and understands the 

environment.  Further when CR senses environmental change, 

the CBR approximates a solution on the basis of previously 

existing cases and sends it.  

An ACK or NACK is generated accorded as per the satisfaction 

of the requirement. If  the feedback is NACK then the CR learns 

that the solution approximated by the CBR is not optimized and 

it calculates the optimized solution through ADPSO [9]. 

In real time with little training the CBR-CE learns about the 

environment and the requirements from the past experiences and 

aproximation grows better and the optimization process is 

greatly improved with very low convergence time. 

 

4. RESULTS 
The approach proposed in this paper is considered for three 

different scenario, refer Table 1. For each scenario there is a 

specific weight to each objective function, different scenarios 

have specific performance objective, with specific QoS 

requirements and accordinly the weights are assigned. The total 

fitness function is determined by: 

       1 min 2 max 3 minbtotal power R BER
f w f w f w f  

  
The simulation results for CBR reasoning agent in CR under the  

scenario (Low Power) is shown in Fig. 4a & Fig. 4b. This is the 

trial run for Low power scenario and for a case base of 20 cases; 

the approximation of case based reasoning is evaluated. After 

every trail run the cases were saved in the rule base and that rule 

base served as the basis for the next run. One more approach 

which is followed is that some generic case base is created with 

respect to general environmental changes obtained from domain 

specific knowledge. Hence before the trials are initiated a pre 

existing rule base of 20 cases is already existing and during the 

run the rule base updated itself with scenario based cases. Also 

as the trials are increased we notice that the ACK goes for a 

linear rise and NACK lowers down, this was a small trials. 

Combined with PSO the probability of getting a NACK  would 

be very low . One more thing which is worth noticing is as the 

training goes the convergence time of the system decreases 

sharply. 

Table 1: Scenario 
Scenario High Bit 

Rate 

Low BER Low Power 

Weight(
1

w ) 
0.05 0.05 0.8 

Weight(
2

w ) 
0.15 0.8 0.15 

Weight(
2

w ) 
0.8 0.15 0.05 
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Fig. 4a: Successful cases 

 

Fig. 4b: Unsuccessful cases 

5. CONCLUSION AND OBSERVATION 
In real time application quick convergence time as well as 

optimized solution is very crucial in order to maintain the link 

between the two nodes and the QoS. The Reasoning agent based 

on case based reasoning works in two ways, firstly it watches the 

environment and its behavior and helps in optimization process 

to adapt more closely to the environment in order to fulfill the 

performance criteria and secondly as explicit training is attained 

the case based system becomes experienced enough with the 

help of previous cases to approximate closely to an optimal 

solution without initiating the extensive procedures to calculate 

the solution.  
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