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ABSTRACT 

recently, parallel computing has been considered increasingly 

and many researchers have focused on this topic in order to 

enhance their designs, especially speed parameter to reach 

lower delay in computational operations. Among the methods 

which use parallel computing, systolic arrays have attracted 

researcher’s attention because of its unique characteristics.  

Systolic arrays are arrays of processors which are connected 

to a small number of nearest neighbors in a mesh-like 

topology. Processors perform a sequence of operations on 

data that flows between them. Generally the operations will be 

the same in each processor, with each processor performing 

an operation (or small number of operations) on a data item 

and them passing it on to its neighbor. Systolic arrays are 

often using for specific operations, such as "multiply and 

accumulate", to perform massively parallel integration, 

convolution, correlation, matrix multiplication or data sorting 

tasks. On the other hand, silicon limitations for transistors 

fabrication in future causes a need to substitute this 

technology by an appropriate ones that among them carbon 

nanotube (CNT) technology has the most probability.  In this 

paper we conducted a survey on using systolic array in 

multiply and accumulate operations by a VLSI circuit based 

on CNT technology.  
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1. INTRODUCTION 
Recently, enormous technological advances have been 

considered in the area of VLSI circuits. Such technological 

advances causes to appear a new way of computing, 

constituted of highly parallel computing systems for specific 

applications. Systolic array computing is an interesting 

approach, proposed originally by Kung and Leiserson [1], at 

the end of the seventies. A systolic array is a parallel 

computing device for a specific application that is conducted 

by a large number of simple processing elements called cells, 

interconnected with local communication in a usual way. In 

computer architecture, a systolic architecture is a pipelined 

network arrangement of Processing Elements (PEs). It is one 

of the forms of parallel computing, where cells compute the 

data which receive as input and store them in an independent 

way. A systolic architecture is an array constituted of matrix-

like rows of cells. Here, the Processing Elements is similar to 

central processing units (CPUs). 

Matrix multiplication plays an important role in numerical 

linear algebra. It is used for compute these products in several 

stages as well as in many technical problems such as digital 

signal processing, weather prediction, pattern recognition and 

etc. Therefore, develop an ideal algorithm for performing 

these computations is at the focus of many researchers. Matrix 

multiplication is a very common computation and parallel 

implementation is an appropriate way for implement them. 

Some structures, such as systolic arrays, are very suitable for 

matrix multiplication and are also possible to implement in 

VLSI circuits due to its simple and regular design. 

To follow the Moore’s law that states the number of 

transistors on integrated circuits (ICs) doubles almost every 

two years [2], the feature size of conventional silicon based 

MOSFETs must be scale down. CMOS technology has faced 

serious problems by scaling down of the feature size into the 

nanoranges, such as increase of current leakage, high power 

densities, decreased gate control, short-channel effects and 

high sensitivity to process variations [3]. For this reason some 

new technologies have been presented such as single-electron 

transistor (SET), quantum-dot cellular automata (QCA) [4], 

[5] and carbon nanotube field effect transistor (CNFET) [6-9]. 

To overcome mentioned problems, circuit designers have 

been focused on these technologies [9-14]. Among new 

technologies, CNFET is one of the most promising alternative 

technologies to the silicon-based technology due to its 

remarkable properties [15]..  

2. CNFET’S SPECIFICATION AND 

MANUFACTURING 
Silicon transistors are the main elements of integrated circuits. 

In Nanoelectronic technology. Carbon nanotubes are 

cylindrical carbon molecules with unique features that are 

used in applications such as Nanoelectronics, optoelectronics 

and other materials.  

  

Fig. 1. SWCNT 

Carbon nanotubes are discovered as a product of arc discharge 

test conducted to produce C60 in 1991. One of the nanotubes 

specification that effects their electric specifications is the 

number of walls. nanotubes’ diameter is the main difference 

between single wall structure and multiple walls. 
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As shown in figure 2, carbon nanotube transistors are very 

similar to CMOS based transistors with a difference that in 

CNFET based technology, the channel’s material is carbon 

nanotube instead of silicon in CMOS technology. Due to the 

SWCNT’s band gap energy is approximately equal to 

semiconductor, a large number of CNFET based transistors 

are single-wall. Figure 2 presents a CNFET transistor based 

on top-gate and back-gate specifications.  

 

Figure 2. Different types of CNFET device; (a) SB-

CNFET, (b) TCNFET, (c) MOSFET-like CNFET.[15]. 

Scalable threshold voltage is the major feature of the CNFETs 

that is proportional to the inverse of nanotube’s diameter 

according to equation 1: 

    
    

        
                       

3. PROPOSED MODEL  
Matrix multiplication plays a central role in numerical linear 

algebra, since one has to compute this product in several 

stages of almost all numerical algorithms, as well as in many 

technical problems, especially in the area of digital signal 

processing, pattern recognition, plasma physics, weather 

prediction, etc. Therefore, finding an efficient algorithm for 

performing these computations is at the focus of interest of 

many researchers. Matrix multiplication is a very regular 

computation and lends itself well to parallel implementation. 

Regular structures, such as systolic arrays (SAs), are well 

suited for matrix multiplication and are also amenable to 

VLSI implementation because of simple and regular design, 

and nearest-neighbor communications. A systolic system is a 

network of processing elements (PEs) that rhythmically 

compute and pass data through the system. Once a data item is 

brought from the memory, it can be used effectively in each 

PE as it passes while being “pumped” from cell to cell along 

the array. 

In this section we are presented an algorithm for 

implementing matrix multiplication based on a VLSI circuit 

using carbon nanotube technology. In order to understand our 

provided method first take a look at the general block 

diagrams of a matrix multiplication by systolic array in figure 

3. 

 

Figure 3. Systolic Architecture for Matrix Multiplication 

As specified in figure each processing element (PEs) performs 

a specific multiplication operation. For example, in order to 

multiply first row and first column at first operation in two 

different matrices, one of the PEs does the task (PE1). For 

more understanding we present two square 3×3 matrices and 

we would perform the multiplication operation using these 

PEs. First of all, in order to multiply bit numbers we are 

required to design an appropriate VLSI circuit. As specified in 

figure 4 we have used this circuit to do the mentioned 

operation in a transistor level. 

 

      

      

      

     
      

      

      

  

For this purpose take a look at the following equation: 

              

                               

Finally, at the last step we have done all operations by all PEs 

in a parallel process. For instance, we have done a 2×2 matrix 

multiplication using systolic array architecture which explain 

step by step in the rest. First of all, take a look at the following 

2×2 matrix: 

 

According to the previous description about systolic array and 

its performance to do matrix multiplication, we need for 

blocks as well as for clock pulse to implement all the 

operations. For more perception, we present the mentioned 

structure in figure 4. 

Considering figure 4, 2×2 matrix multiplication has done as 

shown in figure 4. 

Now, we want to provide a survey of each block’s inner 

structure and explain that how they work to do their special 

task in every step. All of the blocks’ structure and circuit are 

the same, for this reason, just the first block’s structure is 

presented considering each input is a 2-bit binary number. 

Each block includes two serial registers (D flip-flop) for every 

input as well as the number of four registers for the total 

block’s output, one 2-bit binary multiplier to do the multiply 

operation in each step, four serial Full-Adders to implement 4-

bit adding operation and finally four and gate to implement a 

reset pulse in step 1 for each block. All of the circuits’ clock 

are the same. Pay attention the total valid answer for the 

whole matrix multiplication is reached after 4 clock, but for 

the first block which has been done and simulated in this 

paper, answer is valid after two clock pulse as shown in figure 

4. In order to understand more about our provided structure 

for each block look at the figure 5. 
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(a) (b) 

 
 

(c) (d) 

Figure 4. Matrix multiplication steps using systolic array architecture. a) Step 1 in rising clock 1. b) Step 2 

in rising clock 2. c) Step 3 in rising clock 3. d) Step 4 in rising clock 4. 

 
Figure 5. Each block’s structure to do multiply operation. 

Notice that all registers are rising edge triggered D flip-flops. 
In order to evaluate our provided design we have simulated 

the mentioned circuit by HSPICE simulator in 1V supply 

voltage and 25°C temperature. Simulated results is shown in 

table I. 

Table I. simulated results of the proposed circuit. 

Circuit 
Power 

(*e-05W) 

Delay 

(*e-12S) 

PDP 

(*e-16J) 

Proposed 

CNT circuit 
8.1503 3.8792 3.1617 

 

Transient analysis of the sample inputs is shown by figure 6. 

In every step we have applied a pair of 2-bit number to the 

proposed circuit in order to multiply them to reach the final 

output. In this example our inputs in the first block are shown 

in the following matrix: 
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Figure 6. Transient analysis of a sample 3×3 matrix. 

4. CONCLUTION 
Systolic array is one of the best ways of perform massively 

parallel integration. By using this technology we can reach to 

the high speed and low cost parameters in order to implement 

many operations such as multiply and accumulate operations. 

On the other hand, using carbon nanotube technology in 

transistors channels instead of silicon materials would 

conclude to a high speed for VLSI circuits. Finally, 

combining these methods will result in an ultra-high speed 

parameter in order to use in applications which reach to a 

lower delay in computations have been considered. 
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