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ABSTRACT 

The traffic density identification will support the traffic 

problems such as intelligent traffic signal control, traffic 

planning, etc. This paper proposes a traffic density 

identification method based on histogram and neural network. 

The system model was designed and evaluated with the traffic 

image datasets of Ho Chi Minh city. The best identifying 

result can obtain 96%. 
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1. INTRODUCTION 
There are several methods of identifying traffic density [1], 

[2], although the technique is effective but calculations is so 

complicated.  

A traffic image with very crowded traffic density is easy to 

distinguish between the traffic objects and the background of 

road. The traffic objects will appear most of image. Besides, 

the traffic objects in image have the contrast with the 

background of road. This paper proposes a novel technique to 

identify the traffic density based on neural network and 

histogram. This paper was developed from our previous work 

[3]. 

The remainder of the paper is organized as follows. The 

theoretical background is discussed in Section 2. Section 3 

presents the design of system model. In section 4, the 

numerical results of experiment are illustrated. Finally, 

Section 5 concludes this paper and figures out the future 

works. 

2. THEORETICAL BACKGROUND  

2.1 Monochrome Image 
A monochrome image [4], [5], [6] is a 2-D array. Each 

element  of array is a pixel. Each pixel occupies one byte of 

memory. The total number of bytes in the image is MxN bytes 

(M: rows, N: columns).  The following equation illustrates the 

pixel value of monochrome image. 
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Where, f(x,y)  Z (Z belongs to the positive integers), and     

0 =< f(x,y) <= 255. 

2.2 Color Image 
Color image is presented by a triple RGB (Red, Green, Blue). 

The value of color channels ranges from 0 to 255.  Set of 3 

color channels will make 224 colors (256 * 256 * 256 colors). 

2.3 Grayscale Image 
Grayscale images [6], [7] are the color images using RGB 

color system in which the Red, Green, Blue have the same 

light intensity.  So, the grayscale image just need to use one 

light intensity to show each pixel. The gray level of grayscale 

image ranges from 0 to 255. 

2.4 Histogram 
Histogram [6], [8] is the chart that shows the frequency of 

occurrence of each gray level in an image.  

 The horizontal axis X is the value of gray level. 

 Y-axis is the number of pixels with gray levels 

corresponding to the image (frequency of 

occurrence). 

Figure 1 illustrates the histogram of an image. 

 

Fig 1: Histogram of image 

3. SYSTEM DESIGN 

3.1 System Model 
The system model including 6 stages is presented in Figure 2. 

 The first stage: Color image obtained from the 

camera. 

 The second stage: Converting color image into 

grayscale image. 

 The third stage: Calculating histogram of grayscale 

image. 

 The fourth stage: Calculating Medium and Maximum 

of histogram. 

 The fifth stage: Neural Network. 

 The sixth stage: Identifying the traffic density based 

on the neural network. 
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Fig 2: System Model 

3.2 Convert into Grayscale Image 
There are some techniques to convert color image into 

grayscale image such as  lightness with the equation (max(R, 

G, B) + min(R, G, B))/2, luminosity with the equation 0.21R 

+ 0.72G + 0.07B. In this paper, the average method is chosen, 

so the value of pixel in grayscale image is calculated by (1). 

 V = (R + G + B) / 3  (1) 

For example, one pixel of color image has R=140, G=200, 

B=98, when converting into grayscale image, the value of 

pixel in grayscale image is (140+200+98)/3=146.  

3.3 Calculating Histogram 
Calculating histogram of image is performed as follows:  

 Building the pixel matrix of the grayscale image. 

 From the pixel matrix of the grayscale image, building 

the frequency of pixel. 

Figure 3 presents the procedure of calculating the histogram 

of the grayscale image. Figure 4, 5 illustrate color image and 

grayscale image. 

3.4 Calculating Medium and Maximum of 

Histogram 
First, arranging the frequency of pixels (Fi) in ascending 

direction. The maximum value of the histogram is the last 

value in the frequency table. The medium value of the 

histogram is calculated as follows: 

 If n is odd then Med = Fn / 2 

 If n is even then Med = (Fn / 2 + Fn / 2 + 1) / 2 

Where, n is the total number of elements in the frequency 

table. 

 

Fig 3: The procedure of calculating the histogram of image 

 
Fig 4: color image 

 

Fig 5: grayscale image 

Converting into grayscale image 

Neural Network 

Calculating Medium and Maximum 

of Histogram 

 

Identifying traffic density 

Calculating Histogram 
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3.5 Neural Network 

3.5.1 The Model 

The model of neural network was designed as in Fig 6. The 

model was designed with three layers as follows: 

 The first layer, called the input layer, contains two nodes 

that are Medium and Maximum of histogram. 

 The second layer, called the hidden layer, contains 3 

nodes. 

 The third layer, called the output layer, contains one node. 

 

Fig 6: Neural Network Model 

3.5.2 The Training Algorithm 
Before using the model to identify the traffic density, the 

neural network need to pass the training phase to learn. The 

flow of the training algorithm is shown in Fig. 7, representing 

a backpropagation learning procedure [9].  

Entering pairs of input and output values from the training 

data set, this procedure iteratively propagates values from the 

input layer to output layer and updates the weights from the 

input layer to the output layer until the error of the output 

node is lower than the threshold. 

The algorithm performs two phases as follows: 

 The ”propagation” phase calculates the input value, the 

output value of each node in the hidden layer and the 

output layer.  

 The input value of the hidden nodes is calculated by 

equation (2).  
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Where, Ii, Vj
 and wji are the ith input value of the hidden layer, 

the jth value of the input layer and the weight from the jth node 

of the previous layer to the ith node of the next layer 

respectively. 

 The output value of the hidden nodes is calculated 

by equation (3).  
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Where, Ii and Oi are the ith input value and the ith output value 

in the hidden layer respectively. 

 The input value of the output node is calculated by 

equation (4).  
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Where, Oi and Wi are the ith value of the hidden layer and the 

weigh from the ith node of the hidden layer to the output node 

respectively. 

 The output value of the output node is calculated by 

equation (5).  
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Where, O and I the input value and the output value in the 

output layer respectively. 

 The ”weight update” phase calculates the error of the 

nodes in the hidden layer and the output layer, then 

updates the weights.  

 The error of the output node is calculated by 

equation (6). 

 

*(1 )*( )Err O O T O= - -   (6) 

Where, T and O are the real value of sample in training 

dataset, the output value of output node respectively. 

 The error of the ith node in the hidden layer is 

calculated by equation (7) 
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Where Oi, Wi and Err are the output value of the ith hidden 

node, the weight of the connection from the ith hidden node to 

the output node and the error of the output node respectively. 

 The weights from the hidden layer to the output 

layer are updated by equation (8). 
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Where, Oi, Err and R are the ith output value of the hidden 

layer, the error of the output node and the learning rate 

respectively. 

 The weights from the input layer to the hidden layer 

are updated by equation (9). 
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Where, Vj, Erri and R are the jth input value, the error of the ith 

hidden node and the learning rate respectively. 

 The system error based on RMSE [10] is calculated 

by equation (10). 
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Where, N and Err are the number of samples in the training 

data set and the error of the output node respectively. 
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Fig 7: The training algorithm 

3.5.3 The Identification Algorithm 

The algorithm based on the trained weights of the neural 

network to identify the traffic density. The flow of the 

identification algorithm is shown in Fig. 8. 

Traffic density based on the output value of the output node as 

follows: 

 The output value of the output node ranges from 0 to 0.25: 

Sparse Traffic 

 The output value of the output node ranges from 0.25 to 

0.5: Normal Traffic 

 The output value of the output node ranges from 0.5 to 

0.75: Crowded Traffic 

 The output value of the output node ranges from 0.75 to 1: 

Very Crowded Traffic 

4. EXPERIMENT RESULTS  

4.1 Datasets 
In this paper, 300 images were taken in Ho Chi Minh city, 

Vietnam on many different streets with different times. These 

images with the traffic density such as very crowded traffic, 

crowded traffic, normal traffic and sparse traffic are 

experimented in proposed technique. 

Data set is divided into training data set and testing data set. 

The training data set contains 200 images. The testing data set 

contains the remaining 100 images. 

 

 

 

Fig 8: The identification algorithm 

4.2 Experiment Procedure and Results 
A software is designed by VB.NET programming language to 

experiment. In the training phase with the training data set, the 

parameters are set as follows: 

 Mean error threshold value: 1x10-5 

 Number of Epochs: 1,000 

 The weights: initialize weights randomly from -0.5 

to 0.5 

 Learning Rate: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 0.9 

The experiment result with the testing data set is shown in 

table 1. The best result obtained 96%. This result is better than 

the paper [3]. 

Table 1. The Experiment result with the testing data set 

Learning Rate (R) Accuracy Rate Time 

0.1 94% 17ms/ an image 

0.2 95% 16ms/ an image 

0.3 94% 17ms/ an image 

0.4 94% 15ms/ an image 

0.5 95% 17ms/ an image 

0.6 95% 16ms/ an image 

0.7 96% 16ms/ an image 

0.8 95% 17ms/ an image 

0.9 94% 15ms/ an image 

Figure 9, 10, 11 and 12 present some experimental results 

with the learning rate of 0.7. 
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5. CONCLUSIONS 
In this paper, the traffic density identification technique based 

on neural network and histogram is proposed. The technique 

is designed and experimented via VB.NET programming 

language with 300 images taken in Ho Chi Minh city, 

Vietnam on many different streets with different times. The 

best result was obtained with 96% accuracy. In the future, the 

proposed technique will be improved by upgrading the neural 

network model and combining with fuzzy theory. 
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7. APPENDIX 

 

 

Fig 9: The result of  “Very Crowded Traffic”  density 
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Fig 10: The result of “Crowded Traffic” density

 

Fig 11: The result of “Normal Traffic” density 

 

Fig 12: The result of “Sparse Traffic” density 
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