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ABSTRACT 

This paper presents a color space based algorithm for traffic 

signal light detection for the modules used in Advanced 

Driver Assistance Systems (ADAS). The autonomous vehicle 

has been a topic for the discussions among the computer 

science engineers for several years. Traffic Signal Light 

Detection algorithm is based on color space theory which 

efficiently detects the color of traffic light during day time as 

well as night time i.e. weather invariant.. 
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1. INTRODUCTION 
Last few decades the automobile industry has grown very 

rapid and the number of cars producing by it is even more. 

This brought about increase in traffic and its rules with traffic 

signals, signs and police. Driving turned into a complex job 

and the amount of accidents increasing consistently year by 

year. About 1crore individuals get affected by accidents 

around the globe every year and twenty to thirty lakh of these 

people are harmed severely. Both automobile manufactures 

and mainstream researchers have helped the improvement of 

distinctive sorts of security frameworks so as to enhance 

traffic safety. At first, enhancements comprised of basic 

components like seat belts, however then more intricate 

devices, for example, electronically monitored slowing 

mechanisms, electronic adjustment projects, and airbags, were 

produced. In the course of the most recent decade, research 

has moved to more advanced situations where a system can 

predict the chances of accidents and give the information to 

the driver for alertness. These are known as Advanced driving 

assistance systems (ADASs), since they aid the driver in 

checking chances of accidents, give motions in potentially 

safer driving circumstances, and execute balancing measures. 

A few illustrations are the versatile journey control, which 

keeps up a safe gap in between lane and the vehicle 

cautioning that does when the vehicle is determined out of a 

path coincidentally. To decrease number of accidents, earlier 

automobile producers enhanced their vehicles with the 

presentation of better brakes and tires. It reduced the 

occurrences of accidents reliably for an extent, but it did not 

deal with the things which causes mainly for accidents. For 

that reason automobile industry put forward their research on 

other safety measuring elements such as air bags, automatic 

braking system etc. which is termed as Advanced Driving 

Assistance Systems (ADAS), with this improvements they 

moved further for Night Vision systems which indeed works 

on mainly image processing principles with the assistance of a 

camera and processing unit. 

Advanced Driver Assistance Systems, or ADAS, are systems 

designed to help the driver in the driving process. These 

systems are designed to be embedded in cars in order to give 

hints to the driver and at the same time be able to correct 

some driving errors trying to avoid accidents without being 

intrusive to the driver. There are many examples of these 

systems: adaptive curse control (ACC), lane departure 

warning system (LDWS), collision avoidance system (CAS), 

vehicle detection system, traffic sign and light detection 

system, blind spot detection system (BSD), etc. 

2. PROPOSED WORK 

2.1 Traffic Signal Light Detection 
Reliable traffic light recognition has been one of the main 

challenging problems since the introduction of autonomous 

vehicles. Traffic light recognition has become really important 

for Driver Assistance Systems (DAS). It provides essential 

information to the driver on intersections and crosswalks and 

it can reduce the number of crashes for missed traffic light 

due to distraction. A wearable device could be designed for 

the visually impaired and the blind to help them safely cross 

streets. 

2.2 For Day Light Detection 
The region of interest is selected for the removal of areas 

which cannot contain the traffic light. The lower part of the 

image can never contain the traffic light in the image. The 

candidates for the traffic light is extracted and checked for its 

probable size in pixels. Very big and too small candidates are 

rejected. For the remaining candidates we find the YCbCr 

image and check if mean Cr value of the candidate is more 

than a threshold (100) and more than its nearby area. If the 

candidate passes the test it is taken ahead else it is dropped. 

For detecting green color in the day we use the HSV color 

space. Thresholding the HSV color image gives us the base 

image for green color detection. Value frame below .4 is 

suppressed to 0 and value frame between 0.4 and 0.5 is also 

suppressed to 0 if the saturation frame is less than 0.4. In the 

base image region of interest is extracted. The candidates in 

this region of interest are checked for their size. The 

remaining candidates are passed through a test which checks 

if the hue and value of the candidate falls in the green region 

or not. Also as an additional check mean Cr frame value of 

the candidate is checked (<120) to validate it. The detected 

red and green candidates are checked for symmetry i.e. do the 

detected ones lie in the same line. The out of line candidates 

are dropped. This gives us the final traffic light. 

2.3 For Night Time Detection 
For the night time we us the grayscale frame of the colored 

image. The image is converted into black and white image 

and used as our base image for detection. Further the region of 

interest is selected. Candidates in the region of interest are 

tested for size and proportion. The candidates not applying the 
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defined size and proportions are dropped. For the remaining 

candidates we find the mean red, green and blue value inside 

the candidate and also for the local neighborhood of the 

candidate. For detecting red color we check if red mean inside 

the candidate is high, the difference between mean red and 

green color is more (>30) and the mean red color outside the 

candidate in the local neighborhood is less than it. For 

detecting the green color we check if the mean green value of 

the candidate is high, the difference between mean red and 

green value is more and the mean green color outside the 

candidate in the local neighborhood is less than it. Further the 

detected candidates are checked for alignment and proportion. 

The final detected candidate is the color of the traffic light. 

3. RESULTS 

3.1 Traffic Signal Light Detection 
Fig. 1 (a) and 1 (b) depicts the results of traffic signal light 

detection during the day and night time. The algorithm was 

tested in different environment conditions and was found to 

be accurate under all the conditions. 

   

Fig1(a): Daytime Detection  

 

Fig 1(b): Night Time Detection 

At night green color can be found near blue lights and thus 

can create problem but the proper selection of region of 

interest and color space helps us detect the light. 

4. CONCLUSION 
As a contribution to the autonomous vehicles research the a 

module of the advanced driver assistance system are presented 

in this paper i.e. traffic light detection. The results of the paper 

prove the accuracy of the detection algorithms for traffic 

signal lights road during day and night. Color space based 

algorithm has been implemented for the traffic signal light 

detection. It is applicable in autonomous vehicle concept. 
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