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ABSTRACT 
Visual Content based Information retrieval has been one of 

the demanding research areas in the field of image and video 

retrieval. Few research works have been developed for video 

retrieval with aid of classification techniques. But, 

performance of conventional visual content based video 

retrieval methods was not efficient. A Gene Based Similarity 

Threshold Classifier (GSTC) Technique is proposed in order 

to improve the performance of visual content based video 

retrieval with higher precision, recall, F1 Measure and 

minimum time complexity. The GSTC Technique used 

Jaccard similarity coefficient to find out relevant videos in a 

given dataset based on query video clip. After identifying the 

relevant videos, GSTC Technique applied similarity threshold 

classifier in order to classify the videos into a different class 

based on diverse similarity threshold value with improved 

classification accuracy. Finally, GSTC Technique used 

genetic algorithm in order to discover the optimal similarity 

threshold value in population with aid of measured fitness 

function. This in turns, more similar related to query video are 

obtained for efficient video retrieval. The GSTC Technique 

conducts the experimental works on metrics such as 

classification accuracy, time complexity, F-measure, Precision 

and recall using three datasets.  

Keywords 
Genetic Algorithm, Jaccard Similarity Coefficient, Query 

Video, Similarity Threshold Classifier, Similarity Threshold 

Value, Visual Content, Videos 

1. INTRODUCTION 
Visual Content based Information Retrieval system retrieves 

user's required video clips from video database using their 

visual features for example color, texture and shape etc. 

Recently, many research works have been designed for visual 

content based video retrieval. However, performance of 

existing work is not effectual. Therefore, there is a 

requirement for a novel visual content based video retrieval 

technique. 

Historgram Clustering Technique was designed in [1] for fast 

retrieval of video data. But, classification accuracy was not 

sufficient. An automatic setting similarity threshold (ASTS) 

was developed in [2] for automatically compute similarity 

thresholds in content-based visual information retrieval and 

thereby improving video retrieval performance. But, F1 

measure of video retrieval was poor. 

A unified approach was designed in [3] for performing 

content-based indexing and retrieval of digital videos from 

television archives with higher recall, precision and F1 

measure values. However, time complexity of retrieval 

process was more. An Image Classification approach was 

intended in [4] using content based image retrieval system to 

classify image regions depends on their semantics. But, 

classification performance of was not effectual.  

A survey of different techniques designed for content based 

video retrieval systems was analyzed in [5] for addressing the 

issues of video retrieval using visual information. A video 

retrieval system was intended in [6] to accomplish a video 

retrieval of a required object. This system improves precision 

of video retrieval. But, recall and time complexity remained 

unsolved. 

A query-adaptive Multiple Instance Learning (q-MIL) 

algorithm was employed in [7] in order to retrieve the relevant 

frames with higher true positive rate. However, the amount of 

time taken for video retrieval was more. A Content Based 

Lecture Video Retrieval was presented in [8] by using speech 

and video text information for video indexing and retrieval 

form large lecture video archives. But, the performance of 

video retrieval was not effectual. 

An Incremental probabilistic Latent Semantic Analysis 

(IpLSA) was intended in [9] to improve the performance of 

video retrieval. However, F-measure, Precision and recall was 

poor. The multi-modal spectral clustering and multi-modal 

ranking algorithm was designed in [10] to combine two 

heterogeneous features for video clustering and retrieval. But, 

execution time was more. 

In order to overcome the existing issues, GSTC Technique is 

introduced. The major contribution of GSTC Technique is 

formulated as, 

 To enhance the performance of video retrieval with 

higher precision, recall, F1 measure, GSTC 

Technique is designed.  

 The Jaccard similarity coefficient is used to find the 

related videos based on their visual features such as 

shape, color, texture.  

 To increase the classification performance of video 

retrieval with higher accuracy, similarity threshold 

classifier is applied in GSTC Technique.  

 Further, genetic algorithm is used in GSTC 

Technique to achieve higher video retrieval 

performance. 

The rest of the paper is organized as follows: In Section 2, the 

proposed GSTC Technique is described with aid of 

architecture diagram. In Section 3, Experimental settings are 

presented and the analysis of results is explained in Section 4. 

Section 5 introduces the background and reviews the related 

works. Section 6 provides the conclusion. 
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2. GENE BASED SIMILARITY 

THRESHOLD CLASSIFIER (GSTC) 

TECHNIQUE 
The input video clip splits into number of video frames to find 

their visual features in video frames and to efficiently 

retrieving more similar videos related to input query video 

clip. The GSTC Technique used similarity threshold classifier 

with objective of improving the classification accuracy of 

video retrieval. It defines different similarity threshold values 

during classification process based on that the videos in a 

given dataset are efficiently classified into similar and 

dissimilar video class for effectual video retrieval. Besides, 

GSTC Technique applied genetic optimization algorithm with 

objective of finding the optimal threshold value in video 

search for retrieving exact videos relevant to input video 

query with minimal time. As a result, GSTC Technique 

improves the precision and recall of video retrieval process 

with reduced time complexity. The overall architecture 

diagram of GSTC Technique is shown in below Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1 Architecture of GSTC Technique 

As shown in Figure 1, the GSTC Technique determines 

Jaccard Similarity Coefficient between the input query video 

and videos in a given dataset. Based on the measured Jaccard 

similarity values, the relevant videos are efficiently identified. 

Next, GSTC Technique applied similarity threshold classifier 

with aiming at classifying the discovered relevant videos into 

a diverse class with higher classification accuracy. Finally, 

GSTC Technique employed genetic algorithm to discover the 

best similarity value which returns the class of more similar 

videos associated with the query video clip. This in turns, 

precision and recall are improved.  

2.1 Jaccard Similarity Coefficient  
The Jaccard Similarity Coefficient is measured with aim of 

improving the classification accuracy of visual content 

information retrieval for video mining. The input query video 

clip is initially divided into number of video frames and then 

Jaccard similar coefficient is measured based on visual 

features such as shape, color, texture etc. The mathematical 

formula for Jaccard Similarity Coefficient of video is given 

below, 

      
   

         

   (1) 

From equation (1)    represent number of visual features 

which appear in video   whereas    denotes the number of 

visual features which appear in video . Here,     indicates the 

number of visual features which appear in both (i.e. input 

video query and video in a data set) video frames   and  . The 

Jaccard Similarity values in the range of  to    . Thus, video 

with jaccard similarity value between  and      is considered 

as similar videos to input video query (i.e. relevant videos). 

The remaining videos are considered as irrelevant videos. 

//Jaccard Similarity Coefficient Measurement Algorithm 

Input: Data Set DS, Video Query 

Output: Relevant videos associated to video query 

Step 1:Begin 

Step 2:For each video in given dataset 

Step 3: Measure Jaccard similarity using (1) 

Step4: If ( Jaccard similarity value        is lies between  to     then 

Step 5: video is said to be relevant  

Step 6: Else 

Step 7: video is said to be irrelevant 

Step 8:  End if 

Step 9:  End for       

 Step 10:End       

Algorithm 1 Jaccard Similarity Coefficient Measurement 

Algorithm 

By using algorithm 1, GSTC Technique identifies relevant 

videos related to input video query. After computing the 

Jaccard similarity between videos, similarity threshold 

classifier is used in order to enhance the efficiency of visual 

content information retrieval in video mining. 

2.2 Similarity Threshold Classifier 
In Similarity Threshold Classifier, video classification based 

different similarity threshold values                       . 

The group of similar videos contains objects with a degree of 

similarity greater than the similarity threshold value    and the 

dissimilar videos contain the remaining ones.  

The Similarity Threshold Classifier initially takes relevant 

videos as input. Then, classification of video as similar and 

dissimilar is performed based on varied similarity threshold    

for efficient video retrieval. This helps for improving the 

classification accuracy in an effective manner. To achieve 

better recall of video retrieval, a low similarity threshold value 

is initially considered.  

// Similarity Threshold Classifier Algorithm 

Input: Query Video, Similarity Threshold     

Output:Different class of videos related with Similarity Threshold   

Step 1:Begin 

Step 2: For Relevant Videos in dataset 

Step 3: Repeat 

Step 4:  Generate new Similarity Threshold value   

Step 5:Classify videos in a given data set into similar video and dissimilar video 

with  respect to generated new similarity threshold 

Step 6:  Until a stop criterion is met 

Step 7:Return diverse class of similar videos associated with Similarity 

Threshold value 

Step 9:  End for 

Step 10:End             

Algorithm 2 Similarity Threshold Classifier Algorithm 

As shown in Algorithm 2, by Similarity Threshold Classifier, 

Similarity Threshold value   is initialized considered as  . 

During the video classification process, similarity threshold 

value   is incremented by 0.01. Based on generated new 

similarity threshold value, the input relevant videos are 

classified as similar and dissimilar. This process repeated until 

the similarity threshold value   reaches the maximum value 

of    . As a result, GSTC Technique increases the 

classification accuracy for video retrieval. 

2.3 Genetic Algorithm  
After the classification of videos according to different 

Compute Jaccard Similarity Coefficient Video Data set 

Similarity Threshold Classifier 

Find Relevant Videos in Dataset Based On 

Query  

Classifies Videos in Different class  

Genetic Algorithm  

Efficient Video Retrieval 

Improved Classification accuracy with higher Precision 

and Recall 

Query Video clip 

Input 
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similarity threshold, Genetic Algorithm is used in order to 

retrieve the more similar videos related to query video from 

the video database. Genetic Algorithm is an adaptive heuristic 

search algorithm depends on idea of natural selection and 

genetics.  Besides, Genetic Algorithm is used to solve the 

optimization problem of video retrieval.The genetic algorithm 

discovers optimal similarity threshold values in population 

based on determined fitness value through performing 

selection, crossover, and mutation operation.  

In Genetic Algorithm, fitness value is calculated based on F1 

measure of video retrieval. This metric is defined in terms of 

precision (P) and recall (R). Therefore, F1 measure is defined 

as the harmonic mean of precision and recall which is 

mathematically formulated as, 

                   
     

   
       (2) 

From equation (2),   and   represents the precision and recall 

of video retrieval. During fitness calculation, the genetic 

algorithm calculates the F1 values associated with different 

values of similarity threshold with objective of finding the 

best similarity threshold in video searches. The similarity 

threshold value was increment from zero to one by 0.01. The 

genetic algorithm discovers which similarity threshold leads 

to higher F1 (i.e. optimal  ) for a given search using a 

similarity function for retrieving the more similar videos. 

In genetic algorithm, each similarity threshold is considered 

as a gene. The chromosome contains the genetic information.  

2.3.1 Initialization 
The genetic algorithm randomly initializes the gene 

population with help of different similarity threshold value 

generated in Similarity Threshold Classifier. 

2.3.2 Selection Operation 
In genetic algorithm, Selection process selects the similarity 

threshold from the initial population. During the selection 

process, similarity threshold with higher fitness values is 

selected.   

2.3.3 Crossover Operation 
A crossover operation is employed in genetic algorithm to 

change chromosomes from one generation to the next 

generation. The genetic algorithm applied in GSTC Technique 

used two Point Crossover to obtain more than one parent 

chromosomes and generating child chromosomes from them.  

 

 

 

 

 

 

 
Figure 2 Process of Two Point Crossover 

As shown in figure 2, through two-point crossover, two 

crossover points are elected and then contents between these 

points are swapped among two parents. 
2.3.4 Mutation Operation 
The mutation operation in genetic algorithm randomly 

changes the value of each bit of the chromosome along with 

the probability. It is called as mutation probability. In general, 

the probability has a very low value. Mutation process 

controls the genetic diversity from one generation of 

chromosomes to the new generation.  

 

 

 

Figure 3 Process of Mutation operation 

Figure 3 illustrates the mutation operation process of genetic 

algorithm in which the offspring chromosome value of string ‘

’ is randomly changed with the chromosome string of ‘0’ .  

Mutation is the process of interchanging the bit for 

formulating the new offspring to get the optimal similarity 

value for video retrieval. 

// Genetic Algorithm based Video Retrieval 

Input: Different similarity threshold value 

Output: Identify best similarity value with higher F1 value for video retrieval  

Step 1: Initialize the population with   similarity threshold value 

Step 2: For each similarity threshold value   in population 

Step 3: Determine fitness function using (2) 

Step 4:If(                 of current similarity threshold value is best) then  
Step 5: Similarity threshold value taken as optimal   to retrieve video form 

dataset 

Step 6: Else 

Step 7: Perform selection, crossover, mutation operation 

Step 8: go to step 3 

Step 9: End if 

Step 10:End for        

Algorithm 3 Genetic Algorithm based Video Retrieval 

As shown in algorithm 3, genetic algorithm initializes 

population with   similarity threshold values and computes 

the fitness function based on F1 measure. If fitness function of 

current similarity threshold value is best, then the iteration 

process is stopped. Then, discovered similarity threshold 

value considered as optimal   during the video search in order 

to retrieve the more similar videos .Otherwise, genetic 

algorithm carried outs selection, crossover and mutation 

operation to identify an optimal similarity threshold value for 

video retrieval. This process is repeated until an optimal 

solution is attained which improves precision and recall of 

video retrieval with minimal time complexity.  

3. EXPERIMENTAL SETTING 
In order to analyze the performance of proposed, GSTC 

Technique is implemented in Java Language using three data 

sets namely VIRAT Video Dataset [21] and UCF Sports 

Action Data Set [22] and INRIA Holidays dataset [23]. The 

VIRAT Video Dataset consists of many videos recorded from 

total 11 scenes, captured through HD cameras (1080p or 

720p). Besides, UCF Sports Action Data Set includes 

numerous videos with a collection of actions gathered from 

various sports and a total of 150 sequences with the resolution 

of 720 x 480. Further, INRIA Holidays dataset comprises of 

500 image groups in which each image group signifies a 

different scene or object. For conducting the experimental 

work, GSTC Technique takes 100 videos and 100 images 

from three datasets. The experimental of GSTC Technique is 

carried out for many instances with different number of 

videos and images and averagely 10 results are shown in 

performance analysis. 

The effectiveness of GSTC Technique is compared against 

with two existing methods namely Histogram Clustering 

Technique [1] and automatic setting similarity threshold 

(ASTS) [2]. The performance of GSTC Technique is 

measured in terms of classification accuracy, time complexity, 

precision, recall and F1 measure. 

1 1 1 1 1 0 1 

1 1 1 0 1 0 1 

Before Mutation Process 

After Mutation Process 

0 

 

1 0 

 

1 0 1 1 

1 1 1 0 0 1 0 

0 1 1 0 0 1 1 

1 1 0 1 0 1 0 

Parent’s Chromosomes 
Offspring Chromosomes 

Crossover Points 
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3.1 Impact of Classification Accuracy 
The Classification Accuracy (CA) defined as the ratio of 

number of correctly classified videos to the total number of 

videos taken as input. It is mathematically expressed as, 

   
                                                       

                       
*100 

(3)    

From equation (3), CA of videos is determined with respect to 

different number of input videos. When the CA is higher, the 

method is said to be more efficient. 

 
Figure 4 a) Measurement of Classification Accuracy for 

Video Retrieval 

 
 

Figure 4 b) Measurement of Classification Accuracy for 

Image Retrieval 

Figure 4 a) and b) demonstrates the impact of classification 

accuracy for video and image retrieval using three methods. 

As shown in figure, proposed GSTC Technique provides 

better classification accuracy for both video and image 

retrieval as compared to existing [1] and [2]. This is because 

of application of similarity threshold classifier algorithm in 

GSTC Technique in which similarity threshold value   is 

dynamically incremented by 0.01 during the video 

classification process. The similarity threshold classifier 

classifies the input relevant videos into a similar and 

dissimilar video class with aid of generated new similarity 

threshold value. This is process repetitive until the similarity 

threshold value   attains the maximum value of    . This 

helps for improving the classification accuracy of both video 

and image retrieval in an effective manner. Thus, proposed 

GSTC Technique increases the classification accuracy of 

video retrieval using VIRAT Video Dataset by 23 % and 13% 

when compared to [1] and [2] respectively. Besides, proposed 

GSTC Technique enhances the classification accuracy of 

video retrieval using UCF Sports Action Data Set by 21 % 

and 12% when compared to [1] and [2] respectively. 

Furthermore, proposed GSTC Technique improves the 

classification accuracy of image retrieval using INRIA 

Holidays dataset by 18 % and 8% when compared to [1] and 

[2] respectively. 

3.2 Impact of Time Complexity 
The Time Complexity (TC) measures the amount of time 

taken for retrieving more similar videos form a given a 

dataset. It is mathematically represented as follows,       

                                  (4) 

From equation (4), the amount of time required for video 

retrieval is measured in which   denotes the total number of 

videos. When the TC is lower, the method is said to be more 

effective. 

Table 1 a) Tabulation of Time Complexity for Video 

Retrieval 

No. of 

videos 

 

Time Complexity (ms) 

VIRAT Video Dataset UCF Sports Action Data Set 

Histogram 

Clustering 

Technique 

AST

S 

GST

C 

Histogram 

Clustering 

Technique 

ASTS GSTC 

10 23.2 21.9 15.7 21.3 19.5 14.2 

20 30.4 27.1 19.3 28.8 25.2 18.5 

30 36.9 31.8 23.6 35.6 29.7 21.8 

40 43.8 34.2 26.2 42.3 32.9 22.7 

50 52.1 37.6 29.1 50.1 35.5 26.9 

60 53.9 43.8 33.7 52.8 40.6 30.3 

70 57.2 45.7 38.1 55.7 43.4 35.1 

80 60.8 49.6 41.0 59.1 46.2 37.8 

90 64.3 52.1 42.8 62.8 50.9 39.2 

100 67.5 57.9 44.9 65.2 56.7 43.7 

 

Table 1 b) Tabulation of Time Complexity for Image 

Retrieval 

Number 

of Images 

Time Complexity (ms) 

Histogram 

Clustering 

Technique 

ASTS 

Approach 

GSTC 

Technique 

10 18.7 14.9 9.5 

20 20.5 16.3 11.6 

30 21.6 17.5 13.5 

40 24.3 20.7 16.8 

50 29.5 23.8 17.9 

60 32.1 27.1 20.3 

70 35.6 31.5 22.5 

80 40.8 34.9 25.6 

90 42.4 38.4 28.7 

100 45.7 40.6 31.2 

 

Table 1 a) and b) portrays the comparative result analysis of 

time complexity for both video and image retrieval using 

three methods based on diverse number of videos and images 

taken in the range of 10-100.  From the table value, it is clear 

that the time complexity using proposed GSTC Technique is 

lower for the both video and image retrieval when compared 

to existing [1] and [2] respectively.  

This is owing to use of genetic algorithm in GSTC Technique. 

With aid of this algorithmic process, GSTC Technique 

significantly selects optimal similarity threshold value based 

on fitness function calculation during video search in order to 

improve the video retrieval performance with lower time. This 

assists for reducing the time complexity of both video and 

image retrieval in an effectual manner. Therefore, GSTC 

Technique lessens the amount time taken for video retrieval 

using VIRAT Video Dataset by 36 % and 23% when 

compared to [1] and [2] respectively. In addition, proposed 
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GSTC Technique minimizes the time complexity of video 

retrieval using UCF Sports Action Data Set by 39 % and 24% 

when compared to [1] and [2] respectively. Furthermore, 

proposed GSTC Technique lessens the time complexity of 

image retrieval using INRIA Holidays dataset by 38 % and 

26% when compared to [1] and [2] respectively. 

3.3 Impact of Precision 
The precision measures the ratio of number of similar videos 

retrieved based on optimal threshold value to total number of 

videos taken as input. It is mathematically formulated as, 

              
                                    

                       
      (5) 

From equation (5), the precision rate of video retrieval is 

measured. When the precision value is higher, the method is 

said to be more efficient. 

 
Figure 5 a) Measurement of Time Complexity for Video 

Retrieval 

 
Figure 5 b) Measurement of Time Complexity for Image 

Retrieval 

Figure 5 a) and b) illustrates the impact of precision for video 

and image retrieval using three methods. As revealed in 

figure, proposed GSTC Technique provides better precision 

for both video and image retrieval as compared to existing [1] 

and [2]. This is due to application of genetic algorithm in 

GSTC Technique in which fitness function is calculated for 

each similarity threshold value in gene population based on 

F1 measures of video retrieval. This helps for GSTC 

Technique to identify the best similarity threshold value for 

efficiently retrieving similar videos related input query video. 

This in turn helps for enhancing the precision of both video 

and image retrieval in a significant manner. As a result, GSTC 

Technique improves the precision of video retrieval using 

VIRAT Video Dataset by 37 % and 13% when compared to 

[1] and [2] respectively. As well, proposed GSTC Technique 

enhances the precision of video retrieval using UCF Sports 

Action Data Set by 14 % and 10% when compared to [1] and 

[2] respectively. Furthermore, proposed GSTC Technique 

improves the precision of image retrieval using INRIA 

Holidays dataset by 31 % and 9% when compared to 

Histogram Clustering Technique [1] and ASTS Approach [2] 

respectively. 

3.4 Impact t of Recall 
The recall measures the ratio of number of correctly retrieved 

similar videos based on optimal threshold value to total 

number of videos taken as input. It is mathematically 

formulated as, 

       
                                               

                       
                (6) 

From equation (6), the precision rate of video retrieval is 

measured. When the precision value is higher, the method is 

said to be more efficient. 

Table 2 a) Tabulation of Recall for Video Retrieval 

Numbe

r of 

videos 

 

Recall (%) 

VIRAT Video Dataset UCF Sports Action Data Set 

Histogra

m 

Clustering 

Technique 

AST

S 

GST

C 

Histogra

m 

Clustering 

Technique 

AST

S 

GST

C 

10 45.6 51.21 63.75 58.19 60.17 71.39 

20 47.56 53.69 65.78 60.49 63.52 73.69 

30 49.65 55.71 67.13 62.36 65.89 75.95 

40 51.43 57.53 69.31 65.89 67.58 77.63 

50 53.29 59.89 72.69 67.54 69.56 79.41 

60 55.96 61.32 74.15 69.42 71.25 82.59 

70 57.63 64.89 76.98 71.67 73.54 85.14 

80 59.16 65.23 78.62 73.98 75.21 87.76 

90 60.56 68.96 81.47 75.69 77.25 89.86 

100 62.69 72.23 83.69 77.52 79.17 91.63 

 

Table 2 b) Tabulation of Recall for Image Retrieval 

Number 

of Images 

Recall (%) 

Histogram 

Clustering 

Technique 

ASTS GSTC 

10 56.89 61.87 78.52 

20 58.69 64.96 81.89 

30 61.58 66.45 83.64 

40 63.69 69.58 85.47 

50 65.96 72.69 87.34 

60 67.12 75.12 89.63 

70 69.45 78.37 91.56 

80 71.38 81.63 94.59 

90 73.69 83.75 96.28 

100 75.85 87.23 98.69 

 

Table 2 a) and b) explains the comparative result analysis of 

recall is obtained for both video and image retrieval using 

three methods with respect to varied number of videos and 

images taken in the range of 10-100.  From the table value, it 

is expressive that the recall using proposed GSTC Technique 

is higher for the both video and image retrieval as compared 

to existing [1] and [2]. 

This is because of usage of genetic algorithm in GSTC 

Technique where it determines fitness function for each 

similarity threshold value in gene population with respect to 

F1 measures of video retrieval. This supports for GSTC 

Technique to discover the best similarity threshold value for 

correctly retrieving similar videos related input query video. 

This in turn helps for increasing the recall of both video and 

image retrieval in an effectual manner. Therefore, GSTC 

Technique improves the recall of video retrieval using VIRAT 

Video Dataset by 35 % and 20% when compared to 

Histogram Clustering Technique [1] and ASTS Approach [2] 

respectively. In addition, proposed GSTC Technique enhances 
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the recall of video retrieval using UCF Sports Action Data Set 

by 20 % and 16% when compared to [1] and [2] respectively. 

Moreover, proposed GSTC Technique improves the recall of 

image retrieval using INRIA Holidays dataset by 34 % and 

20% when compared to [1] and [2] respectively. 

3.5 Impact of F1 Measure 
F1 measure described as harmonic mean of precision and 

recall of video retrieval process. The mathematical formula is 

shown in below, 

           
     

   
          (7) 

From equation (7),   and   represents the precision and recall 

of video retrieval. When F1 measure value is higher, the 

method is said to be more effectual. 

 
Figure 6 a) Measurement of F1 Measure for Video 

Retrieval 

 
Figure 6 b) Measurement of F1 Measure for Image 

Retrieval 

Figure 6 a) and b) reveals the impact of F1 Measure for video 

and image retrieval using three methods. As shown in figure, 

proposed GSTC Technique provides better F1 Measure results 

for both video and image retrieval as compared to existing [1] 

and [2]. This is due to application of genetic algorithm in 

which is fitness function of similarity threshold value in gene 

population is evaluated based on precision and recall rate of 

video retrieval during classification. Besides, genetic 

algorithm in GSTC Technique finds optimal similarity 

threshold based on fitness function. This supports for GSTC 

Technique to increases the F1 Measure for both video and 

image retrieval. Hence, proposed GSTC Technique improves 

the FI Measures of video retrieval using VIRAT Video 

Dataset by 36 % and 17% when compared to [1] and [2] 

respectively. Further, proposed GSTC Technique enhances 

the FI Measures of video retrieval using UCF Sports Action 

Data Set by 44 % and 11% when compared to [1] and [2] 

respectively. Besides, proposed GSTC Technique increases 

the FI Measures of image retrieval using INRIA Holidays 

dataset by 33 % and 15% when compared to [1] and [2] 

respectively. 

4. RELATED WORKS 
Fisher Kernel Temporal Variation-based Relevance Feedback 

was presented in [11] for performing video retrieval with 

higher precision rate. But, precision was not at required level. 

Correspondence-Latent Dirichlet Allocation (corr-LDA) 

probabilistic framework was designed in [12] for solving 

issues and enhancing the performance content-based video 

indexing and retrieval with higher accuracy. However, space 

complexity remained unsolved. 

Content Based Video Retrieval was developed in [13] with 

application of cluster overlapping using dissimilar spatio-

temporal features for retrieving videos from the database. 

However, time complexity of video retrieval was higher. A 

content-based video indexing and retrieval algorithm was 

intended in [14] with aid of key-frames texture, edge, and 

motion features in order to increase the performing of video 

indexing and retrieval. But, true positive rate of video 

retrieval was not considered.  

2-D Correlation Algorithm was presented in [15] for 

enhancing the performance of content based video retrieval 

system with higher accuracy.  But, execution time for video 

retrieval was more.  Content based video retrieval was carried 

out in [16] with help of Hadamard matrix and discrete wavelet 

transform with objective of improving accuracy of video 

retrieval rate. However, the true positive rate of video retrieval 

was poor. 

Video Retrieval performance was improved in [17] through 

classification of video database by using multiple Frames 

depends on texture information. But, precision rate of video 

retrieval was lower. Content based video retrieval system was 

presented in [18] with application of entropy based shot 

detection method to accomplish video indexing and retrieval. 

But, video retrieval performance was not sufficient.  

An efficient content based video retrieval system was 

designed in [19] with aid of color feature for achieving 

effective result in video retrieval. However, retrieving similar 

videos was remained unsolved. A Multiple Feature Hashing 

was presented in [20] for large-scale near-duplicate video 

retrieval and address the accuracy and the scalability issues. 

But, time and space complexity of video retrieval was not 

considered. 

5. CONCLUSION 
An effective GSTC Technique is developed with objective of 

enhancing the performance of visual content based video 

retrieval. Through Jaccard similarity coefficient measurement, 

the relevant videos are identified. Then, similarity threshold 

classifier is used for classifying the videos into a dissimilar 

class based on varied similarity threshold value. At last, 

GSTC Technique applied genetic algorithm with objective of 

finding the best similarity threshold value in population based 

on calculated fitness function which in turn helps for 

enhancing the precision, recall, F1 measure with minimum 

time complexity. With the experiments conducted for GSTC 

Technique, it is observed that the precision and recall of video 

retrieval provides more accurate results with reduced time 

complexity as compared to state-of-the-art works.  
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