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ABSTRACT 
Cloud computing has become a new paradigm that provides 

IT resources as a service based on the basis: pay-per-use over 

the internet. Scientific workflow applications can gain the 

advantage by running on cloud resources. However, the 

optimized of workflow scheduling algorithms is a challenge 

and still needed further work. This paper presents an 

improved Max-Min algorithm based on the Max-Min 

algorithm. It can minimize the makespan of workflow 

execution and increases the resource utilization. The 

algorithm tested using WorkflowSim with five workflows 

from the Pegasus workflow management system. The results 

show that this algorithm can achieve better than Max-Min in 

most of the cases. 
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1. INTRODUCTION 
Over the recent years, cloud computing [1] has become an 

important technology in the IT systems. It delivers IT 

resources for scientific and commercial users in an effective 

way and plays a vital role in processing scientific workflow 

applications in distributed systems [2]. Companies can easily 

rent resources from cloud for computational purposes and 

storage to run their analyses and consequently their cost will 

be significantly reduced. The scientific workflow applications 

[3] such as Cyber Shake and Montage need large processing 

of data which is possible by resources of cloud computing.  

Scheduling mechanism is a crucial issue in cloud computing 

that requires to design scheduling algorithms for achieving 

effective mapping of workflow tasks to cloud resources. 

Many algorithms are proposed such as Max-min, Min-Min, 

and MCT algorithms, but they are still needed improving to 

reduce the workflow execution time [4].  

In this paper, an improved Max-Min algorithm has proposed 

based on the Max-Min algorithm. It performs better than 

Max-Min in most of the cases by minimizing the total task 

execution time (makespan) of a workflow running in the 

cloud and increasing the resource utilization. 

The remaining parts of this paper are organized as follows: 

section 2 presents the scientific workflows representation. 

Section 3 contains the background and related work. Section 4 

presents the proposed algorithm and section 5 involves the 

scheduling experiment and experimental results. Finally, the 

conclusion and future work is presented in section 6. 

2. SCIENTIFIC WORKFLOWS 
Scientific workflow consists of a set of atomic tasks which 

follow precedence-constrained in processing. It is represented 

as Directed Acyclic Graph (DAG), G= (V, E), where V is a 

set of tasks = {T1, T2, … , Tn} and E is a set of edges which 

each edge links two tasks and represents their data 

dependency [5]. In the workflow each task can be executed if 

all its parents have completed processing. 

3. BACKGROUND AND RELATED 

WORK 
Generally, the problem of scheduling is known as a NP-

Complete problem [6] which cannot solve it as an optimal 

solution in polynomial time by any algorithm. However, some 

algorithms perform in polynomial time that can provide good 

results. For example, the Max-Min algorithm is one of the 

heuristic algorithms that can minimize the makespan. 

3.1 Max-Min Scheduling Algorithm 
Max-Min algorithm assigns a task to the resource based on the 

minimum completion time. The idea of Max-Min algorithm is 

to map the largest task among all the tasks to the fastest 

machine among all the machines. Then, it assigns the largest 

task among all the remaining tasks to the fastest machine 

among all the remaining machines and so on until all the tasks 

are scheduled [7]. The algorithm may assign a task with larger 

execution time to a slower machine, and as a result, the 

makespan will increase. Consequently, the aim of this paper 

wants to improve the Max-Min algorithm for workflow 

scheduling to minimize the overall makespan of the workflow 

execution. 

3.2 Related Work 
The workflow scheduling is an important component in the 

applications of cloud computing or distributed environment, 

and researchers have shown an increased interest in it. 

Parsa and Maleki [8] presented the RASA algorithm that is 

combined the Max-Min and Min-Min algorithms. It composed 

these algorithms to obtain their advantages and eliminate their 

disadvantages. For example, if the first task is mapped to a 

machine based on the Max-Min algorithm, the next task will 

be mapped with the Min-Min algorithm and it repeats until all 

tasks being scheduled. 

Bhoi and Ramanuj [9] proposed an enhanced Max-Min 

algorithm. It computes the estimated completion time of the 

scheduled tasks on each machine. Next, by assigning the task 
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that is greater than the average execution time to the slowest 

machine which has the overall minimum completion time. 

The Heterogeneous Earliest Finish Time algorithm (HEFT) 

has proposed by Topcuoglu et al. [5]. The idea of this 

algorithm is to calculate the average of execution time of each 

task as well as the connection time between the machines of 

two tasks. Next, the rank function is calculated based on the 

summation of average execution time and communication 

time. Then, the rank function sorts its values in non-ascending 

order and a task with higher rank value set higher priority. In 

the selection phase, the scheduling of tasks are based on their 

priorities. Furthermore, each task is mapped to the machine to 

minimize the makespan. 

Sun et al. [10] proposed the Period Ant Colony Optimization 

algorithm (PACO) depends on an ACO algorithm. The result 

of PACO’s simulations achieved better than the Min-Min 

algorithm. 

Ming and Li [11] investigated an enhanced algorithm MMST 

based on the Max-Min algorithm because of Max-Min is not 

achieved better results. MMST minimizes the waiting time 

and increases the resource utilization of tasks. 

4. IMPROVING MAX-MIN 
The basic Max-Min algorithm determines the completion 

times for each task on all VMs. It sets the priority to the task 

that require longest execution time instead of the smallest 

execution time. It assigns the first longest task among all tasks 

to the first fastest VM among all VMs. Then, the second 

longest task assigns to the second fastest VM. The same 

procedure is repeated until all task being scheduled. When 

using Max-Min in workflow scheduling, there is a possibility 

of assigning a larger task to a slower machine and 

consequently the overall total execution time will increase. 

Therefore, an improved Max-Min algorithm is wanted to 

avoid this issue.  

To tackle this problem, an improved Max-Min algorithm has 

been proposed based on Max-Min algorithm. This algorithm 

achieves better results than Max-Min in most of the cases. It 

calculates the average of execution time for all tasks in the 

workflow. Next Max-min is used when receiving a task with 

execution time is smaller than the average. Otherwise a task 

with execution time greater than or equal to the average is 

assigned to the VM with minimum completion time among all 

the VMs regardless of VM availability. Where the completion 

time represents machine’s ready time with task’s execution 

time. Figure 1 shows the flowchart of an improved Max-Min 

algorithm for workflow scheduling. 

 

Fig 1: Flowchart of an Improved Max-Min Algorithm. 
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5. SCHEDULING EXPERIMENT 
To evaluate the efficiency of the proposed algorithm, the 

output of an improved Max- Min algorithm is compared with 

output of Max-Min. The proposed algorithm was simulated by 

the WorkflowSim 1.1.0 toolkit [12]. WorkflowSim is an open 

source that is an extension of the CloudSim framework [13]. 

It supports dynamic scheduling algorithms. 

The experiment was conducted on one data center with six 

VMs. Each VM has 512 MB of RAM and one CPU as well as 

Bandwidth of 1000 Mbps. The speed of VMs was (6000, 

4000, 2000, 2000, 1000, 500) MIPS respectively. The results 

were tested with five realistic scientific workflows which are: 

Montage, CyberShake, Epigenomics, LIGO, and SIPHT as 

shown in Figure 3. The workflow of real-world applications 

including Montage is used in astronomy, CyberShake is used 

in earthquake science, Epigenomics and SIPHT are used in 

biology, and LIGO is used in gravitational physics [3]. 

To calculate the average length of the workflow tasks, the 

following formula is used: 

𝐀𝐕𝐆 =  
 𝑻𝑳𝒌 

𝒏

𝒏

𝒌=𝟏

 

where 𝑇𝐿𝑘  represents the task length of the kth task and n is 

the total number of workflow tasks. The results obtained (in 

seconds) for the Improved Max-Min and the Max-Min 

algorithms as shown in Table l. 

 

 

 

Fig 2: The structure of five realistic scientific workflows [3]. 
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Table l: The makespan’s comparison in seconds of 

scheduling algorithms using five scientific workflows with 

different numbers of workflow tasks. 

Workflow Improved Max-Min Max-Min 

Montage_25 22.35 39.86 

Montage_50 38.69 72.25 

Montage_100 85.67 96.89 

Montage_1000 783.63 791.91 

Epigenomics_24 1627.28 2864.4 

Epigenomics_46 4548.28 7610.39 

Epigenomics_100 32047.38 36128.67 

Sipht_30 734.94 734.94 

Sipht_100 1468.46 3149.59 

LIGO_30 647.91 1815.76 

LIGO_50 920.38 1932.48 

LIGO_100 1613.92 1658.63 

CyberShake_30 72.52 81.92 

CyberShake_50 112.25 130.04 

CyberShake_100 218.32 272.21 
 

Figure 3, 4, 5 and 6 showed the graphical analysis of the 

results using bar chart. Figure 3, 4, 5 and 6 show the reduction 

in makespan for all workflows with all datasets excluding the 

Sipht_30 dataset. While the makespan of Improved Max-Min 

and Max-Min algorithms is equal for the Sipht_30 dataset. In 

some datasets, there are a significant decrease in makespan 

such as Epigenomics_24, Epigenomics_46, Sipht_30, 

Sipht_100, LIGO_30 and LIGO_50. For example, the 

makespan of improved Max-Min is shorter about 50% than 

Max-Min in Sipht_100, LIGO_30 and LIGO_50. Whereas, it 

is also shorter about 40%, 43%, 46% and 44% in 

Epigenomics_46, Epigenomics_24, Montage_50 and 

Montage_25 respectively. 

 
 

 Fig 3: The makespan of Improved Max-Min and the Max-

Min algorithms using the Montage workflow. 

 

 
 

Fig 4: The makespan of Improved Max-Min and the Max-

Min algorithms using the Epigenomics workflow. 
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Fig 5: The makespan of Improved Max-Min and the Max-

Min algorithms using the Sipht and LIGO workflows. 

 

 

Fig 6: The makespan of Improved Max-Min and the Max-

Min algorithms using the CyberShake workflow. 

 

6. CONCLUSION AND FUTURE WORK 
Max-Min algorithm is applicable in small scale distributed 

systems. Whereas, if a task with larger makespan assigns to a 

machine with slower speed, the overall makespan of 

workflow execution will increase. As a result, an improved 

Max-Min algorithm proposed to minimize makespan based on 

the Max-Min algorithm. The experimental results show that 

an improved Max-Min algorithm outperforms the Max-Min 

algorithm in most of the cases. This study is focused on 

decreasing the overall makespan of the workflow execution. 

Further study of the issue would be of interest. By considering 

QoS parameters such as deadline and budget in the way that 

user can provide constraints in order to improve the 

performance of workflow execution in the cloud environment. 
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