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ABSTRACT 

Fractal image compression offers high compression ratios and 

quality image reconstruction. It uses various techniques as the 

fractal with DCT, wavelet, neural network, genetic 

algorithms, quantum acceleration etc. Additionally, because 

fractals are infinitely magnifiable, fractal compression is 

resolution independent and so a single compressed image can 

be used efficiently for display in any image resolution 

including resolution higher than the resolution of the original 

image. Breaking an image into pieces and identifying self-

similar ones is the main principle of the approach. In this 

paper, the different issues in fractal image compression as 

partitioning, larger encoding time, compression ratio, quality 

of the reconstructed image, decoding time, SSIM(Structured 

Similarity Index) are discussed and highlighted. The various 

areas for improvement as larger encoding time and PSNR are 

also suggested. The various parameters for evaluating the 

performance of these techniques as PSNR, compression ratio, 

encoding time, and decoding time are also suggested. 

Comparison of Fractal techniques for color image, texture and 

satellite image is done using different parameters as 

compression time, compression ratio and PSNR. The hybrid 

method which combines Fractal quad tree with wavelet and 

Huffman coding is implemented and compared different 

parameters as compression ratio and the compression time of 

the proposed method with the existing methods.  

General Terms 

Discrete Cosine Transform, Fractal Image Compression, 

Partitioning Algorithm, Self-Similarity. Wavelet Transform. 

Keywords 

Discrete Cosine Transform, Fractal Image Compression, 

Partitioning, Affine Transformations, PSNR, Quad tree, Self 

Similarity, Wavelet Transform. 

1. INTRODUCTION 
Fractal image compression is a promising technique for 

compact storing of images. It is based on fractals and uses 

self-similarity that can be found in any image. Fractal image 

compression is a lossy method which is no problem for 

applications like moving images and also for presenting 

images on the internet. Standard image compression methods 

can be evaluated using their compression ratio. It is the ratio 

of the memory required to store an image as a collection of 

pixels and the memory required to a representation of the 

image in compressed form. The compression ratio for the 

fractal scheme is easy to misunderstand since the image can 

be decoded at any scale. Monochrome images can be encoded 

because color images are typically extensions of the gray 

scale representations of an image.  

2. LITERATURE REVIEW 
The block-based Fractal Image Compression (FIC-B)  

 

algorithm by Fisher [1]   partitions the image into two basic 

elements: range blocks and domain blocks. The range blocks 

form a tiling of the image. The domain blocks are twice the 

size of the range blocks and overlap such that a new domain 

block starts at every pixel. Determining the global 

transformation for the image requires for each range block 

finding a domain block that can be mapped onto a close 

approximation of the range block via a predefined set of 

contractive transformations. These transformations contract 

the domain blocks spatially to the size of range block and then 

transform the grey levels by a combination of rescaling, offset 

adjustment, reflection, and rotation. The rescaling is restricted 

to a range that ensures a contractive transformation.  The 

method of finding a suitable domain block for a given range 

block is a search method using a mean squared error distance 

measure. For each range block in the image, a search of all the 

transformed domain blocks is made and the distance between 

the range and transformed domain blocks is calculated using a 

mean-squared-error distance method. The block with the 

smallest distance is chosen, and the corresponding 

transformation is stored.  

The global transformation of the image onto a close 

approximation of itself is then constructed from a combination 

of these local block transformations. The parameters for these 

transformations can then be encoded and transmitted or 

stored. Some form of entropy coding is usually employed. At 

the decoder, the transformation parameters are reconstructed 

from the variable length codes. The transformations are then 

recursively applied to an initial image. Convergence to the 

fractal image occurs after about 8-10 iterations. The fractal 

image is an approximation of the encoded image and is 

dependent only on the transformations. For the standard Lena 

image (512 x 512 pixels, 8 bits per pixel), this basic algorithm 

achieves a compression ratio of 19:1 at a peak signal to noise 

ratio (PSNR) of 27.9 dB. 

Adaptive quad tree method [2] decreases the coding time. 

Here, an image is divided into four blocks of equal size which 

are joined by four nodes. The sub-blocks are judged to be sub 

divided or not depending on statistical properties of the block. 

In block classification and quad tree partitioning method, sub-

blocks are classified in each level. The range blocks are 

directly classified while domain blocks are transformed by 

spatial scaling and spatial position transformations before 

classification. Thus, searching time is minimized. 

Fractal compression [3] is based on the scheme that affine 

similarity between two image blocks is equivalent to the 

absolute value of Pearson‟s correlation coefficient (APCC) 

between them. In this scheme, all the domain blocks are 

classified into three classes based on APCC and domain block 

is searched for range block with closest APCC. Encoding time 

is significantly reduced with the well preserved image quality 

of the reconstructed image. 
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Adaptive fractal compression method [4] uses Particle Swam 

Optimization (PSO) for searching. Here, searching time is 

reduced and hence, encoding time of fractal image 

compression, but with 1.2 dB loss in image quality. This can 

be improved by applying classification techniques for various 

fractal image compression methods. 

Fractal coding is used for compression of medical images [5].  

Fractal quasi-lossless and improved quasi-lossless methods 

are implemented for medical images and results are 

compared. Both the methods are found to compete with the 

standard fractal image compression algorithms. 

Fast classification based fractal image compression [6] 

achieves speed up and reach the theoretical time limit of “No 

search method”.  Here, the exhausting search process can be 

reduced by dividing both sets of the domain and the range 

blocks into subsets with the help of a hashing parameter. By 

using this classification, one assumes that the hashing 

parameter values of a given range block and its best matching 

domain block pair are equal. So the range block and its pair 

are supposed to be in the same class or subset. The 

classification is a part of the pre-process executed before the 

search phase. 

An accelerating algorithm based on one norm of the 

normalized block [7] is based on a special measure called one-

norm of a normalized block. Here, a kick out method is used 

to discard impossible domain blocks in early stage for the 

current range block. It speeds up efficiently. Further speed can 

be improved by combining this method with DCT inner 

product method.  

To speed up baseline fractal coding, a new fast encoding 

method [8] uses a special feature of an image as criteria 

between two images. This method has much better potential 

for many applications than baseline fractal coding. Many 

existing complexity reduction techniques can be incorporated 

into this method to achieve still better performance. Fast 

fractal coding [9] uses a special image feature which speeds 

up the encoding process and can be used to reveal texture and 

edge information in the images. 

To accelerate fractal coding, range and domain blocks are 

categorized by fuzzy c-mean clustering approach and 

compared with the use of new metric based on discrete cosine 

transform coefficient [10]. It is 40 times faster than baseline 

fractal method and has smaller PSNR decay. 

The adaptive wavelet tree based fractal image compression 

methods [11] with a four-fork tree has a solution to the 

limitation of consideration of self-similarity. The proposed 

algorithm clearly increases the compression rate and speed of 

encoding without reducing SNR and the quality of decoded 

images as compared to the classical wavelet tree based 

algorithm for fractal image compression.  

In Huber fractal image compression [12], the linear Huber 

regression technique is embedded into the encoding procedure 

of the fractal image compression. The main disadvantage of 

Huber fractal image compression is the high computational 

cost. To overcome this drawback, particle swam optimization 

(PSO) technique is utilized to reduce the searching time.  

Fast and efficient hybrid fractal-wavelet coder [13] that 

applies speed of the wavelet transform to the image quality of 

the fractal compression. Hybrid coder performance is better 

than that of pure methods. The blockiness in the proposed 

method is avoided because the fractal stage which uses block 

partitioned processing only in the approximation sub band, 

and not in the entire image. Furthermore, the wavelet 

progressive transmission characteristic is slightly reduced but 

maintained. Fast hybrid methods would allow extension of 

fractal Techniques to communicate fast. 

Fast hybrid fractal image compression using an image feature 

and neural network [14] uses a special neural network to 

modify the mapping scheme for the sub-blocks in which pixel 

values fluctuate greatly. 

In quantum accelerated fractal image compression [15] uses 

quantum mechanics based on Grover‟s quantum search 

algorithm to speed up encoding. The proposed method is more 

powerful than the other state of the art fractal image 

compression approaches in maintaining the quality of the 

retrieved images. 

Hybrid fractal image coding with quad tree based progressive 

structure [16] can be compatible with the pure no search 

method by adjusting threshold parameter. The proposed 

scheme outperforms JPEG at a high compression ratio. 

JPEG2000 gives the best performance among three methods. 

This method is better than the progressive transmission 

structure without considering the quad trees. 

Genetic algorithm based on discrete wavelet transformation 

for fractal image compression [17] is implemented to 

overcome drawbacks of time-consuming fractal coder. The 

proposed method is 100 times faster than the full search 

method. Fractal image compression [18] is used in image 

sharpening and image smoothing. The affine parameters of 

FIC can vary with different image quality measurements, and 

they also directly affect the visual quality of a decoded image. 

Taking advantage of the positive correlation between the 

decoded image contrast and the parameter „s‟, an image can 

be sharpened or smoothed by justifying the values of „s‟ in the 

fractal coding system. When„s‟>SSIM, the decoded image is 

sharper than the original image. When„s‟<SSIM, the decoded 

image is smoother than the original image. When„s‟ = SSIM, 

the decoded image has best image contrast with the original 

image. 

Fractal compression coding based on wavelet transform with 

diamond search [19] enhances searching and hence coding 

speed compared with other image compression techniques 

under the condition of specific error threshold. But the 

shortages of this algorithm are blocking artifacts of the 

decoded image and the decaying of SNR. The further research 

can be done to improve image quality by solving the problems 

of this algorithm. 

Fractal image compression uses spatial correlation and hybrid 

genetic algorithm [20] which is based on the characteristics of 

fractal and partitioned iterated function system. It consists of 

two stages. The first stage makes use of spatial correlation in 

images for both range and domain pool and second stage 

adopt simulating annealing genetic algorithm. To have rapid 

convergence, the algorithm adopts dyadic mutation operator. 

It has saved encoding time and obtained high compression 

ratio. 

An automatic region-based video sequence codec based on 

fractal compression [21] uses intra frame coding. It also uses 

deblocking loop filter and sub pixel matching to increase the 

quality of the decoded image. This algorithm is compared 

with H.264 [22]. It can save compression time with 

degradation in image quality with respect to H.264. In 

metaheuristic algorithm [23], diffusion property in random 

fractals is used. 
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 The decoding scheme simply consists of iterating the 

transformations on any initial image until convergence to a 

final decoded image is observed. The transformation of an 

image is done sequentially. For each region transformation 

index i, the transformation Ti is applied to the image region 

over the domain Di and mapped onto the range Ri. 

Different Partitioning schemes [26] are studied.  Partitions can 

be rectangular or triangular. In triangular partitioning, a 

rectangular image is divided diagonally into two triangles. 

Each of these triangles is recursively subdivided into four 

triangles by segmenting the triangle along lines that join three 

partitioning points along the three sides of the triangle.  Quad 

tree and HV partitioning schemes are also used.  

A quad tree partition is a representation of an image as a tree 

in which each node, corresponding to a square portion of the 

image contains four sub-nodes, corresponding to the four 

quadrants of the square. The root of the tree is an initial 

image. In a quad tree partition, a square in the image is broken 

up into four equal sized sub-squares. This process repeats 

recursively starting from the whole image and continuing until 

the squares are small enough to be covered within some 

specified RMS tolerance. Small squares can be covered better 

than large ones because contiguous pixels in an image tend to 

be highly correlated. A weakness of quad tree based 

partitioning is that it makes no attempt to select the domain 

pool in a context dependent way. 

In HV partition, a rectangular image is recursively partitioned 

either horizontally or vertically to form two new rectangles. 

The partitioning repeats recursively until a covering tolerance 

is satisfied. This scheme is more flexible since the position of 

the partition is variable. 

Optimization of search procedures and domain pool 

classification [27, 28] is studied. The domain to range 

comparison step of the encoding is very computationally 

intensive. A classification scheme can be used to minimize the 

number of domains compared with a range.  

Vector quantization codebooks can be used for classification 

of domain blocks. In adaptive Code book clustering, the 

codebook is to be divided into subsets or clusters. Complexity 

reduces due to clustering procedure. Cluster size may vary. 

The computational load can be reduced. The image quality 

may slightly be affected. 

Fractal methods which combine discrete cosine transform 

(DCT) are studied [29-32]. Fuzzy based methods [33] are also 

studied. Performance parameters such as encoding time 

should be minimized [34-35], decoding time, compression 

ratio, PSNR (Peak Signal to Noise ratio) etc. are analyzed for 

different fractal coding methods. Encoding time can be 

significantly reduced by classifying the ranges and domains. 

Both ranges and domains are classified. Considerable time-

saving results using domains in the same class as given range. 

Applications of fractal coding to color images [36-38] are also 

studied. It is fortunate that human visual system uses only 

three color channels to encode color information that is sent to 

the brain. This means that colors which correspond to 

different wavelengths of light can be simulated by a 

superposition of three primary colors typically, red, green and 

blue. When a color image is digitized, three filters are used to 

extract the red, green and blue (RGB) intensities in the image 

and when these are recombined, we perceive them as some 

color. A method that can encode a monochrome image can be 

used to encode color images. Encoding Red, Green and Blue 

components separately are not reasonable because a human 

visual system is not practically sensitive to color information.  

It is possible to significantly compress I and Q signals with 

little to no apparent degradation. The I and Q channels are 

typically decimated to one half or one quarter to their original 

size and compressed usually at lower bit rate than the Y 

channel. 

Different fractal compression methods are studied [39-42]. 

Fractal techniques are also used for medical Imaging [43]. 

Some genetic algorithms [44-45] are also used to improve 

searching for the domain block. Comparison of basic 

algorithms [46] is done.  

3. DESIGN OF A FRACTAL IMAGE 

CODING SYSTEM 
Three main issues in the design and implementation of a 

fractal block coding system are image partitioning, distortion 

measure and a class of discrete image transformations. 

3.1 Image Partitioning 
A partition constructed is image dependent. It allows the 

coder to use larger blocks to take advantage of smoothly 

varying image blocks. It allows exploitation of redundancy in 

smooth image areas and leads theoretically high compression 

ratios. To use small blocks to capture detail in complex areas. 

Small blocks are easy to analyze and classify geometrically. 

They allow fast evaluation of inter block distances. They are 

easy to encode accurately. They lead to robust system whose 

performance is steady. 

3.2 Distortion Measure 
A distortion measure between digital images is constructed 

from an inter block distortion measure. The mean squared 

distortion between the images is defined as the sum over the 

image, of the squared differences of pixel values. 

3.3 A Class of Discrete Image 

Transformations 
Determining the global transformation for the image requires 

for each range block, finding a domain block that can be 

mapped onto a close approximation of the range block via a 

predefined set of contractive transformations. The general 

form of image transformation is a union of a domain to range 

region transformations. The spatial dimension is a spatial 

contraction by a factor of two together with x and y 

translation. The gray level value of each pixel in the 

contracted image region is the average value of four 

neighboring pixels in the domain region. The gray level 

transformations include a combination of rescaling, offset 

adjustment, reflection and rotation. 

3.3.1 Isometries 
Following is the list of transformations that do not modify 

pixel values but they simply shuffle pixels within a range 

block in a deterministic way, we call them Isometries. 

  

Here, µ (I, j) = range block with indices i, j. 

B = size of range block
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Table 1. Isometries 

Sr.  

No. 

Isometries Explaination 

1 (t0μ)i, j = μ(i, j) Identity. 

2 

 (t1μ)i, j = μ(i, B − 1 − j) 

Orthogonal 

reflection about 

mid-vertical 

axis j = (B-1)/2 

of the block. 

3 

 t2μ i, j = μ(B − 1 − i, j) 

Orthogonal 

reflection about 

mid-vertical 

axis i = (B-1)/2 

of the block. 

4 

 t3μ i, j = μ(j, i) 

Orthogonal 

reflection about 

first diagonal i 

= j of the block.   

5 

 t4μ i, j = μ B − 1 − j, B
− 1 − i  

Orthogonal 

reflection about 

second 

diagonal i+ j 

=B-1 of the 

block. 

6 

 t5μ i, j = μ(j, B − 1 − i) 

Rotation 

around the 

center of the 

block through 

+90. 

7 

 t6μ i, j = μ(B − 1 − i, B
− 1 − j) 

Rotation 

around the 

center of the 

block through 

+180.         

8 

 t7μ i, j = μ(B − 1 − i, j) 

Rotation 

around the 

center of the 

block through -

90. 

 

3.3.2 Fractal Code 
Mean squared error (MSE) distance method is used as a 

search method. For each range block, a search of all 

transformed domain blocks is made. The block with shortest 

MSE distance is chosen and corresponding transformations 

are stored. The parameters for this transformation can be 

encoded as affine maps.  

 

Thus a fractal image code consists of the description of the 

image partition, gray level offset and one of eight isometries. 

For efficient storage and to increase compression, bit 

allocation schemes are used. Three bits are used to store 

orientation of the domain range mapping. 

4. COMPARISON OF FRACTAL BASED 

IMAGE COMPRESSION METHODS 
Fractal based techniques are more suitable to give higher 

compression ratio. Performance comparison of different 

algorithms in terms of searching time in seconds, compression 

ratio and PSNR is done for existing transform based methods 

and analysis is done. These transform based methods are 

Discrete Cosine Transform based fractal image compression 

and Quad tree fractal decomposition with Huffman coding.  

As Fractal image compression methods require more 

searching time, hybrid method is used for comparison as Quad 

Tree Fractal decomposion with Huffman coding.  Table 2 

gives compression ratio, compression time and PSNR for 

Quad tree fractal decomposition with Huffman Coding. The 

images are from standard image database.  

Table 3 shows results for DCT based Fractal Image 

Compression. The graphical representation of results of both 

the existing fractal based techniques is shown in Fig. 1 and 

Fig. 2 respectively.  The comparison is done for compression 

ratio obtained for Lena, Satellite and Texture images. The 

compression ratio obtained for Satellite image is higher than 

than Texture and gray scale image as Lena using Quad Tree 

Fractal decomposion with Huffman Coding. But DCT based 

fractal method gives more compression for Lena as Gray scale 

image as compared to Texture and Satellite image 

It is seen that compression ratio (CR)  is high for DCT-FIC as 

compare to QDHC, without degrading quality of the  

reconstructed image. Though, it is seen that DCT-FIC has 

larger compression time than the QDHC, it is considered to be 

more efficient on concerning domain-range based search 

algorithms. 

Hybrid technique is proposed for wavelet based approach.  

Here, wavelet based Quad tree with Huffman Coding is 

proposed with wavelets with different levels and obtained 

experimental results for comparison with the existing 

methods. Haar wavelet is used in the proposed system.  

Table 2. Quad Tree Fractal Decomposition with Huffman 

Coding 

Image 

(512X512) 

Compression 

Ratio 

Compression 

Time (s) 

PSNR 

Lena 
10.12 1.86  25.69 

Texture 
 

17.83 

 

1.95 

 

28.05 

Satellite 
 

25.65 

 

0.78 

 

27.74 
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Table 3. DCT based Fractal Image Compression 

Image 

(512X512) 

Compression 

ratio 

Compression 

Time(s) 

PSNR 

Lena 37.44 2.08 34.02 

Texture 22.58 4.30 38.36 

Satellite 27.90 3.69 34.31 

 

Fig 1:  Comparison of compression ratio for Lena, 

Texture and Satellite Image using Quad tree with 

Huffman coding 

 

Fig 2:  Comparison of compression ratio of Lena, 

Texture and Satellite image using DCT based fractal 

coding 

5. PROPOSED SYSTEM 
The proposed system is Discrete Wavelet-based Quad tree 

with Huffman coding for color images. The discrete Wavelet 

transform is an efficient tool with some limitations for various 

image processing applications as in motion estimation, data 

compression, denoising, and segmentation and classification 

areas. The discrete wavelet transform is obtained by filtering 

the signal through a series of digital filters at different scales. 

The scaling operation is done by changing the resolution of 

the signal by the process of sub sampling. The DWT can be 

computed using either convolution based or lifting based 

procedures. In both methods, the input sequence is 

decomposed into low pass and high passes sub bands, each 

consisting of half the number of samples in the original 

sequence. 

 The most commonly used wavelets Haar wavelets, Morlet 

wavelets, Mexical-hat wavelet. The Haar wavelet is 

discontinuous in time. It is localized in the time domain, but it 

has poor localization in frequency domain. Discrete wavelet 

transform using Haar wavelet can be combined with the 

fractal quad tree with Huffman to improve the compression. 

Discrete Wavelet-based quad tree combined with Huffman 

coding is shown in fig 4. The discrete wavelet transform 

approach is combined to improve the compression ratio and 

reduce the encoding time as compared to fractal coding 

method. The lossy and lossless compression methods are 

combined in this proposed Hybrid system.   

 

Fig 3: Proposed System 

6. COMPARATIVE ANALYSIS House 

OF EXPERIMENTAL RESULTS 
The results for proposed system are compared with quad tree 

coding for various images of size of 256 X 256, The 

compression ratio and encoding time of different color images 

as Girl, House, Jellybean and Tree in tiff image format are 

given in Table 4. The given images are from SIPI image 

database.  

Discrete Wavelet-based quad tree combined with Huffman 

coding gives more compression for level 2 and level 3 as 

compared with quad tree with Huffman coding but at the cost 

of compression time for the set of images.  Fig. 4 shows 

graphical representation of comparison of compression ratio 

for different fractal techniques. The compression ratio is 

higher for level-3 Wavelet based Fractal Quad Tree 

Decomposition and Huffman Coding. The higher the level in 

wavelet decomposition more is the compression ratio obtained 

for given color images. The compression ratio obtained for 

level-2 and level-3 of wavelet is even greater than 

compression ratio of Quad tree combined with Huffman 

Coding. 
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Table 4. Wavelet based Fractal Quad Tree Decomposition 

and Huffman Coding 

Methods/ 

Images 

Quad tree  

combined 

with Huffman 

coding 

Discrete wavelet based 

quad tree combined 

with Huffman coding 

parameters Com

press

ion 

ratio 

Encod

ing 

time 

(s) 

Compression 

ratio 

Enco

ding 

time 

(s) 

Girl.tiff 20.14 0.99 

6.49(level 1) 6.13 

27.28(level 2) 5.62 

102.80(level 3) 6.42 

House. tiff 14.97 1.21 

6.41(level 1) 6.41 

27.35(level2) 6.98 

104.25(level3) 5.6 

Jelly 

bean.tiff 
22.88 0.94 

6.72(level 1) 6.72 

28.36(level 2) 6.11 

114.13(level3) 8.08 

Tree.tiff 8.57 1.38 

6.25(level 1) 8.95 

25.67(level 2) 5.58 

88.65(level3) 8.26 

 

 

Fig 4: Comparison of Compression ratio by different 

fractal techniques. 

7. CONCLUSION AND SCOPE FOR 

RESEARCH 
Fractal image compression methods take longer encoding 

time. It is a lossy compression method. Fuzzy and ANN 

techniques are used to classify domain and range blocks. 

Also, different genetic and search algorithms are used to 

reduce the encoding time. In this paper, comparison of a Lena 

image, texture image and satellite image is given for existing 

fractal based methods. Wavelet based fractal Quad tree 

system is implemented and results are obtained. Also, the 

analysis and comparison of different parameters as encoding 

time, decoding time, compression ratio, PSNR etc. is done for 

each of the existing fractal coding techniques.  The discrete 

wavelet transform with fractal image compression using quad 

tree decomposition with Huffman encoding is used for 

achieving better image compression which is compared with 

Quad tree combined with Huffman coding, but at the cost of 

encoding time. 

Further research can be carried out to reduce the encoding 

time. The concept of wavelet can be combined with fractal 

video coding as an extension to this work. Also, analysis of 

proposed system can be done using medical images which are 

hard to compress. 
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