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ABSTRACT 

This paper proposes ideas to create hybrid optimization 

algorithms that combines strengths of SFLA or PSO with 

strengths of GA, DE or BA. While SFLA or PSO can find 

optimal solutions quickly because of directive searching and 

exchange of information, GA, DE or BA has higher random 

that make it easily escape from local optima to find global 

solutions. Thus, hybrid algorithms are able to find optimal 

solutions quickly like SFLA or PSO and escape from local 

optima like GA, DE or BA. A hybrid SFL-Bees algorithm has 

illustrated for these ideas. Numerical simulations carried out 

have shown the effectiveness of the proposed algorithm, its 

ability to achieve good quality solutions and processing time, 

which outperforms the SFLA and BA.  

General Terms 

Algorithms. 
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1. INTRODUCTION 
Optimization problems are very important in practice, 

especially in areas such as design engineering, scientific 

experiments and making decisions in business. Because of 

increasingly complexity of these real-world optimization 

problems (non-linear, the number of optimized variable is 

large, …), they can’t be solved by traditional methods such as 

gradient-based methods, linear-quadratic, … These motivate 

other methods based on natural principles and heuristics. One 

of these methods are bio-inspired optimization algorithms. 

These are randomly searching algorithms, imitate biological 

evolution in nature and/or swarm social behaviors. 

In this paper, the author uses some bio-inspired algorithms to 

optimally tune parameters of fuzzy logic controllers. Basing 

on the results obtained, the author will point out the strengths 

and weaknesses of each algorithm. From that, strengths of 

each algorithm are combined together to create hybrid 

algorithms being able to find solutions better than individual 

algorithms. 

A number of bio-inspired algorithms are very large [1-2]. In 

[1], the authors listed about 40 different algorithms and 

continue to grow. Among these, the author only concentrates 

on five algorithms, that is, GA - Genetic Algorithm, DE - 

Differential Evolution (belong to evolutionary-based 

optimization algorithms) and PSO - Particle Swarm 

Optimization, SFLA - Shuffled Frog Leaping Algorithm, BA - 

Bees Algorithm (belong to swarm-intelligence-based 

optimization algorithms). 

The rest of this paper is organized as follows: section 2 

introduces the overview of the GA, DE, PSO, SFLA and BA 

algorithms, while section 3 describes how to design and tune 

parameters of the fuzzy controller to balance the rotary 

inverted pendulum system and simulation results also 

presented. Section 4 presents ideas which combines the 

strengths of individual algorithms to create hybrid algorithms, 

simulation results to illustrate strengths of the suggested 

algorithm is also presented and the final section is 

conclusions. 

2. OVERVIEW OF BIO-INSPIRED 

OPTIMIZATION TECHNIQUES 

2.1 Genetic Algorithm – GA 
Genetic Algorithm is perhaps the most well-known class of 

algorithms belonging to evolutionary-based optimization 

algorithms. GA is essentially the search algorithm inspired by 

the principle of natural selection. The basic idea is to evolve a 

population of individuals (also called "chromosomes"), where 

each individual represents a candidate solution to a given 

problem. Each individual is evaluated by a fitness function, 

which measures the quality of its corresponding solution. At 

each generation (iteration) the fittest (the best) individuals of 

the current population survive and produce offspring 

resembling them, so that the population gradually contains 

fitter and fitter individuals - i.e., better and better candidate 

solutions to the underlying problem. In GA the population of 

individuals usually evolves via a selection method, which 

selects the best individuals to reproduce, and via genetic 

operators such as crossover and mutation, which produce new 

offspring out of the selected individuals [3]. In this paper, 

BLX- crossover operator is used as (1): 

𝑋𝑐
𝑘 𝑗 = random 𝑋𝑐

𝑘 𝑗 , 𝑋 𝑐
𝑘 𝑗                                                1  

With,  

𝑋𝑐
𝑘 𝑗 = 𝑚𝑖𝑛  𝑋𝑝1

𝑘  𝑗 , 𝑋𝑝2
𝑘  𝑗  − 𝛼 𝑋𝑝1

𝑘  𝑗 − 𝑋𝑝2
𝑘  𝑗   

𝑋 𝑐
𝑘 𝑗 = 𝑚𝑎𝑥  𝑋𝑝1

𝑘  𝑗 , 𝑋𝑝2
𝑘  𝑗  + 𝛼 𝑋𝑝1

𝑘  𝑗 − 𝑋𝑝2
𝑘  𝑗   

Where, 𝑋𝑐
𝑘 𝑗 : jth gene of kth individual 

             𝑋𝑝1
𝑘  𝑗 , 𝑋𝑝2

𝑘  𝑗 : jth gene of kth parents 
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Flowchart of GA as in Fig. 1. 

 

Fig. 1. Flowchart of the GA 

2.2 Differential Evolution – DE 
Differential Evolution grew out of Ken Price's attempts to 

solve the Chebychev Polynomial fitting problem that had been 

posed to him by Rainer Storn [4-5]. DE adopted for various 

optimization scenarios including constrained, large-scale, 

multi-objective, multimodal and dynamic optimization, 

hybridization of DE with other optimizers, and also the multi-

faceted literature on applications of DE [6-11]. 

DE belongs to the class of evolutionary algorithms which use 

bio-inspired operations of crossover, mutation, and selection 

on a population in order to minimize an objective function. 

These operations will be briefly described in this section. 

Mutation: Mutation operator is the prime operator of DE and 

it is the implementation of this operation that makes DE 

different from other evolutionary algorithms. The mutation 

process at each generation begins by randomly selecting three 

individuals in the population. There are many mutation 

strategies implemented in the DE, however in this paper the 

following strategy is used. 

𝑉𝑖
𝑘 = 𝑋𝑟0

𝑘 + 𝐹 𝑋𝑟1
𝑘 − 𝑋𝑟2

𝑘                                                             2  

Where 𝑋𝑟0
𝑘 ,  𝑋𝑟1

𝑘  and 𝑋𝑟2
𝑘  are randomly selected and satisfy: 

𝑋𝑟0
𝑘  ≠  𝑋𝑟1

𝑘  ≠  𝑋𝑟2
𝑘  ;  

Crossover: after the mutation phase is complete, the crossover 

process is applied to target vector X and mutated vector V in 

order to generate trial vector U by using the equation (3). 

𝑈𝑖
𝑘 =  𝑈𝑖

𝑘 𝑗  

=  
 𝑉𝑖

𝑘 𝑗            𝑖𝑓  𝑟𝑎𝑛𝑑𝑗  0,1 ≤ 𝑝𝑐  𝑜𝑟 𝑗 = 𝑟𝑛𝑏𝑟 𝑖 

 𝑋𝑖
𝑘 𝑗                                                            𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

         3  

Selection: The population for the next generation is selected 

from the individual in current population and its 

corresponding trial vector according to the rule (4). 

𝑋𝑖
𝑘+1 =  

𝑈𝑖
𝑘          𝑖𝑓   𝑓 𝑈𝑖

𝑘  ≤  𝑓 𝑋𝑖
𝑘 

 𝑋𝑖
𝑘                            𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

                                   4  

Where f(.) is the objective function. 

The flowchart of the DE is illustrated in Fig.2. Further 

information about DE, refer to [7]. 

 

Fig. 2. Flowchart of the DE 

2.3 Particle Swarm Optimization – PSO 
PSO is a global optimization technique that has been 

developed by Eberhart and Kennedy in 1995 [12]. PSO is a 

population based search algorithm where each individual is 

referred to as particle and represents a candidate solution. 

Each particle in PSO flies through the search space with an 

adaptable velocity that is dynamically modified according to 

its own flying experience and also the flying experience of the 

other        particles. In PSO each particle strives to improve 

itself by imitating traits from their successful peers. Further, 

each particle has a memory and hence it is capable of 

remembering the best position in the search space ever visited 

by it. 

Velocity and position of individual particles updated as 

follows: 

          Create trial vector             (2) 

       If  f(U) > f(X)  U = X      (4) 
  

Initialize: 
- Population size (n) 
- Mutation scale factor  (F) 
- Crossover probability (pc) 

     Generate population (P) randomly  
  

Start 

Determine the best solution 
  

                 Convergence  
              criteria satisfied? 
  
  

End 

   Yes 
  
  

No 
  
  

    Evaluate the fitness of (P) 

    Crossover X and V   U       (3) 

Select n individuals based on their fitness 

            Mutating offspring 
  

Initialize: 
- Population size (n) 
- Mutation probability (pm) 
- Crossover probability (pc) 

     Generate population (P) randomly  
  

Start 

    Determine the best solution 
  

                 Convergence  
              criteria satisfied? 
  
  

End 

   Yes 
  
  

No 
  
  

    Evaluate the fitness of (P) 

Create offspring from parents by crossover  
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𝑉𝑖
𝑘+1 = 𝜔𝑉𝑖

𝑘 + 𝑐1𝑟𝑎𝑛𝑑1 𝑋𝑝𝑖 − 𝑋𝑖
𝑘 + 𝑐2𝑟𝑎𝑛𝑑2 𝑋𝑔 − 𝑋𝑖

𝑘                       

(5) 

 𝑋𝑖
𝑘+1 = 𝑋𝑖

𝑘 + 𝑉𝑖
𝑘+1 (6) 

Where: 

𝑉𝑖
𝑘+1 : velocity of particle i at loop k+1. 

𝑋𝑖
𝑘+1 : position of particle i at loop k+1. 

𝜔 : inertia weight. 

𝑐1, 𝑐2 : cognitive and social parameters. 

𝑟𝑎𝑛𝑑1, 𝑟𝑎𝑛𝑑2: random numbers between 0 and 1. 

𝑋𝑝𝑖  : best "remembered" individual particle i position. 

𝑋𝑔  : best "remembered" swarm position. 

Flowchart of PSO as in Fig. 3. 

 

Fig. 3. Flowchart of the PSO 

2.4 Shuffled Frog Leaping Algorithm – 

SFLA 
The SFLA is a meta-heuristic optimization method that 

mimics the memetic evolution of a group of frogs when 

seeking for the location that has the maximum amount of 

available food. The algorithm contains elements of local 

search and global information exchange. The SFLA involves 

a population of possible solutions defined by a set of virtual 

frogs that is partitioned into subsets referred to as 

memeplexes. Within each memeplex, the individual frog 

holds ideas that can be influenced by the ideas of other frogs, 

and the ideas can evolve through a process of memetic 

evolution. The SFLA performs simultaneously an independent 

local search in each memeplex using a particle swarm 

optimization-like method. To ensure global exploration, after 

a defined number of memeplex evolution steps (i.e. local 

search iterations), the virtual frogs are shuffled and 

reorganized into new memeplexes in a technique similar to 

that used in the shuffled complex evolution algorithm. 

In addition, to provide the opportunity for random generation 

of improved information, random virtual frogs are generated 

and substituted in the population if the local search cannot 

find better solutions. The local searches and the shuffling 

processes continue until defined convergence criteria are 

satisfied. The flowchart of the SFLA is illustrated in Fig 4. 

The idea updating frog leaping rule which is expressed as: 

𝐷 = 𝑟. 𝑐 𝑋𝑏 − 𝑋𝑤                                                                          7  

𝑋𝑤 𝑛𝑒𝑤 = 𝑋𝑤 + 𝐷                                                                      8  

where Xb and Xw are identified as the frogs with the best and 

the worst fitness respectively; r is a random number between 

0 and 1; c is a constant chosen in the range between 1 and 2. 

[13-17] 

 

Fig 4: Flowchart of the SFLA 

Initialize: 
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- Number of memeplexes (m) 

- Number of evolution step within each 

memeplex (iter) 
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p
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and velocity is 0 
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Determine the best solution 
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2.5 Bees Algorithm – BA  
The Bees Algorithm is an optimization algorithm inspired by 

the natural foraging behavior of honey bees to find the 

optimal solution. The algorithm requires a number of 

parameters to be set, namely: number of scout bees (n), 

number of sites selected out of n visited sites (m), number of 

best sites out of m selected sites (e), number of bees recruited 

for best e sites (n2), number of bees recruited for the other (m-

e) selected sites (n1), initial size of patches (ngh) which 

includes site and its neighborhood and stopping criterion. The 

algorithm starts with the n scout bees being placed randomly 

in the search space. The fitness of the sites visited by the scout 

bees are evaluated. Bees that have the highest fitness are 

chosen as “selected bees” and sites visited by them are chosen 

for neighborhood search. Then, the algorithm conducts search 

in the neighborhood of the selected sites, assigning more bees 

to search near to the best e sites. The bees can be chosen 

directly according to the fitness associated with the sites they 

are visiting. The flowchart of the BA is illustrated in Fig. 5. 

[18-19]. 

 

Fig 5: Flowchart of the BA 

3. TUNING PARAMETERS OF FUZZY 

LOGIC CONTROLLER 
This section only presents simulation results while details of 

design of a fuzzy logic controller for balancing the rotary 

inverted pendulum in the upright position refers [20]. 

Evolution of quadratic performance index in case of tuning 5 

and 12 parameters are presented in Fig. 6 and 7. 

 

 

Fig 6: Evolution of index in case of tuning 5 parameters 

 

 

  Fig 7: Evolution of index in case of tuning 12 parameters 

 

The following observations can be drawn from the above 

objective function plots: 

 In case of tuning 5 variables: PSO and SFLA algorithms 

give better results in terms of convergent rate and objective 

function value (faster convergent rate and smaller objective 

function value compared to the remaining algorithms). 

Convergent rate of GA and DE algorithms is rather slow. BA 

has faster convergent rate and smaller objective function value 

compared to GA and DE. 

 In case of tuning 12 variables: GA, SFLA and BA have 

better convergent rate while GA, DE and BA have better 

objective function value. BA has the smallest objective 

function value. 

From these remarks, it can be concluded that when the 

number of optimized variables is small, PSO and SFLA 

algorithms find solutions better than GA, DE and BA in terms 

of convergent rate and quality of solutions. When the number 

of optimized variables is large, GA, DE and BA algorithms 

find objective function value better than PSO and SFLA. The 

reason is that PSO and SFLA are less random than the 

remaining algorithms in searching for optimal solutions. 

Worse agents (worse solutions) in PSO and SFLA always 
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follow better agents (better solutions) to update its position. 

Particularly, for PSO method, particles in population always 

fly to the best particle (best solution); for SFLA method, 

worse frogs always jump to better frog to search for more 

food (better solution). However, when agents in population 

are closer, they can’t escape from their position and result is 

that they are trapped into a position in the solution space. 

Hence, PSO and SFLA is premature convergence. Whereas, 

update of individuals of GA, DE and BA is more random. So, 

these algorithms have slower convergence. For instance, in 

GA method, two parents are selected randomly to create 

offspring using crossover operator; in DE method, trial vector 

is created from 3 randomly selected vectors and crossover 

with fourth vector; and, in BA method, the majority of new 

bees in population are created randomly. Therefore, as the 

number of variables that need to be optimized are large, these 

algorithms (GA, DE and BA) have ability of finding better 

solutions, they easily escape from local optima compared to 

PSO and SFLA methods. However, these don’t mean that GA, 

DE and BA methods are completely random. They are also 

deterministic. For example, in GA method, only parents 

having the best fitness are selected to crossover; or, in BA, 

only searching for around the best bees many times to find the 

possibly best solution. 

4. IDEAS TO DESIGN HYBRID BIO-

INSPIRED OPTIMIZATION METHODS 

4.1 Remarks 
As presented in section 2, bio-inspired optimization 

algorithms are methods which imitate biological evolution of 

the creatures in nature or their behavior. Although these 

methods have different strategies to solve optimization 

problems, they have many similarities. Two features 

considered here are local search and global search. As can be 

seen from the above overview, all algorithms have local 

search and global search operators, however each has distinct 

ways to update new individuals. This leads to different 

convergent rate and quality of solution. In particular, PSO and 

SFLA are less random than the remaining algorithms in 

searching for optimal solutions. Bad agents always follow 

good agents to update their positon. This makes PSO and 

SFLA have fast convergent rate. However, as agents’ position 

is closer (Xw and Xb or Xg for SFLA; Xi and Xg or Xp for 

PSO), it’s almost unchanged. That means that they are trapped 

into a position in the solution space and can’t escape from 

their position. Hence, PSO and SFLA is premature 

convergence. On the other hand, GA, DE and BA are more 

random as finding solutions. This makes GA, DE and BA 

have slower convergent rate. However, due to more random 

as updating position, these algorithms easily escape from local 

optima, especially as the number of individuals in population 

is large. 

Simulation results in section 3 has proven that these remarks 

are right. So, the author has ideas to design hybrid 

optimization methods as follows. 

4.2 Ideas 
From the above remarks, it’s able to see that algorithms have 

the faster convergent rate, the easier getting stuck in local 

optima, such as PSO and SFLA. On the other hand, 

algorithms have slow convergent rate, they’re able to escape 

from local optimal, such as GA, DE and BA. 

From this conclusion, the author proposed an idea that 

combining fast convergent rate of algorithms PSO or SFLA 

with ability of escaping from local optima of algorithms GA, 

DE or BA to create hybrid algorithms that have ability to 

compromise between convergent rate and quality of solution 

as solving optimization problems. 

To illustrate this idea, the author proposed a hybrid SFLA - 

Bees algorithm which combines fast convergent rate of 

algorithm SFLA with ability of escaping from local optima of 

algorithm BA.   

The details of designing this hybrid algorithm are described in 

the paper [21]. The author here only presents results. 

4.3 Illustration 
Below are the results when using the hybrid SFL-Bees 

algorithm to find optimal solutions of F7 function. Results 

show that mean objective function value of hybrid SFL-Bees 

algorithm is greater than value of BA but smaller than value 

of SFLA (hybrid SFL-Bees algorithm has strength of BA, i.e. 

be able to globally search for solution) and average processing 

time of hybrid SFL-Bees algorithm is smaller than time of BA 

but greater than time of SFLA (has strength of SFLA, i.e. can 

find optimal solution quickly) as demonstrated in Fig. 8 and 

Fig.9. Results for F8 function also show strengths of hybrid 

SFL-Bees algorithm. 

 

Fig 8: Plot of Processing Time 

 

Fig 9: Plot of Mean value 
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5. CONCLUSION 
In this paper, five bio-inspired optimization techniques have 

been overviewed. Strengths and weaknesses of each algorithm 

are presented. Based on these results, the author proposed 

ideas to create hybrid methods. That is to combine the 

strengths of each algorithm together. The author also 

illustrates these ideas by proposing a novel algorithm called 

Hybrid SFL-Bees Algorithm that combine strengths of SFLA 

and BA, namely ability to find global optimal solution 

quickly. Simulation results show that hybrid algorithm 

outperforms each individual algorithm. The future work is to 

combine these algorithms to create more the hybrid 

algorithms and apply them for solving other kinds of 

optimization problems, for instance, tuning parameters of 

fuzzy controller. 
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