In this paper, we study different methods of data compression algorithms on English text files: LZW, Huffman, Fixed-length code (FLC), and Huffman after using Fixed-length code (HFLC). We evaluate and test these algorithms on different text files of different sizes and make a comparison in terms of compression: Size, Ratio, Time (Speed), and Entropy. We found that
LZW is the best algorithm in all of the compression scales that we tested, then Huffman, Huffman after using Fixed-length code (HFLC), and Fixed-length code (FLC), respectively. The Entropy for them was: 4.719, 4.855, 5.014, and 6.889 respectively, for the sample tested files.
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