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ABSTRACT
Digital signal processors (DSPs) are very important in various engineering disciplines. Fast multiplication is very important in DSPs for convolution, Fourier transforms, etc. A fast method for multiplication based on ancient Indian Vedic mathematics is proposed in this paper. The whole of Vedic mathematics is based on 16 sutras (word formulae) and manifests a unified structure of mathematics. Among the various methods of multiplication in Vedic mathematics, Urdhava tiryakbhyam is discussed in detail. Urdhava tiryakbhyam is the general multiplication formula applicable to all cases of multiplication. The coding is done in VHDL (very high speed integrated circuit hardware description language) and synthesis is done using Xilinx ISE series. The combinational delay obtained after the synthesis is compared with normal multiplier. Further, this Vedic multiplier is used in matrix multiplication. This Vedic multiplier can bring great improvement in the DSP performance.
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1. INTRODUCTION
Vedic mathematics[2] is the name given to the ancient system of mathematics, or, to be precise, a unique technique of calculations based on simple rules and principles with which any mathematical problem can be solved – be it arithmetic, algebra, geometry or trigonometry. The system is based on 16 Vedic sutras or aphorisms, which are actually word formulae describing natural ways of solving a whole range of mathematical problems. Vedic mathematics was rediscovered from the ancient Indian scriptures between 1911 and 1918 by Sri Bharati Krishna Tirthaji (1884-1960), a scholar of Sanskrit, mathematics, history and philosophy [1]. He studied these ancient texts for years and, after careful investigation, was able to reconstruct a series of mathematical formulae called sutras.

Bharati Krishna Tirthaji, who was also the former Shankaracharya (major religious leader) of Puri, India, delved into the ancient Vedic texts and established the techniques of this system in his pioneering work, Vedic Mathematics (1965), which is considered the starting point for all work on Vedic mathematics. According to Mahesh Yogi, The sutras of Vedic Mathematics are the software for the cosmic computer that runs this universe. A great deal of research is also being carried out on how to develop more powerful and easy applications of the Vedic sutras in geometry, calculus and computing. Conventional mathematics is an integral part of engineering education since most engineering system designs are based on various mathematical approaches. The need for faster processing speed is continuously driving major improvements in processor technologies, as well as the search for new algorithms. A multiplier is one of the key hardware blocks in most digital signal processing systems. With advances in technology, many researchers have tried to design multipliers which offer either of the following: high speed, low power consumption, regularity of layout and hence less area or even combination of them in multiplier. The Vedic mathematics approach is totally different and considered very close to the way a human mind works. In this work, we try to present multiplication operations and the implementation of these using both conventional, as well as Vedic mathematical methods in VHDL language [1]. We highlight a comparative study of both approaches in terms of gate delays.

The paper is organized as follows. In section 2, Vedic multiplication method based on Urdhava Tiryakbhyam sutra is discussed. Section 3 deals with the design and implementation of the above said multiplier. Section 4 summarizes the experimental results obtained, while section 5 presents the conclusions of the work.

2. THE VEDIC MULTIPLICATION METHOD
The proposed Vedic multiplier is based on the Vedic multiplication formulae (Sutras). These Sutras have been traditionally used for the multiplication of two numbers in the decimal number system. In this work, we apply the same ideas to the binary number system to make the proposed algorithm compatible with the digital hardware. Vedic multiplication based on Urdhava Tiryakbhyam sutra is discussed below:
2.1 Urdhava Tiryakbhyam sutra:

The multiplier is based on an algorithm Urdhava Tiryakbhyam (Vertical & Crosswise) of ancient Indian Vedic Mathematics. Urdhava Tiryakbhyam Sutra is a general multiplication formula applicable to all cases of multiplication. It literally means “Vertically and crosswise”. It is based on a novel concept through which the generation of all partial products can be done with the concurrent addition of these partial products. The parallelism in generation of partial products and their summation is obtained using Urdhava Tiryakbhyam explained in Figure 1. The algorithm can be generalized for n x n bit number. Since the partial products and their sums are calculated in parallel, the multiplier is independent of the clock frequency of the processor. Thus the multiplier will require the same amount of time to calculate the product and hence is independent of the clock frequency. The net advantage is that it reduces the need of microprocessors to operate at increasingly high clock frequencies. While a higher clock frequency generally results in increased processing power, its disadvantage is that it also increases power dissipation which results in higher device operating temperatures. By adopting the Vedic multiplier, microprocessors designers can easily circumvent these problems to avoid catastrophic device failures. The processing power of multiplier can easily be increased by increasing the input and output data bus widths since it has a quite a regular structure [7]. Due to its regular structure, it can be easily layout in a silicon chip [3]. The Multiplier has the advantage that as the number of bits increases, gate delay and area increases very slowly as compared to other multipliers. Therefore it is time, space and power efficient.

Multiplication of two decimal numbers- 325*738

To illustrate this multiplication scheme, let us consider the multiplication of two decimal numbers (325 * 738). Line diagram for the multiplication is shown in Figure 2. The digits on the both sides of the line are multiplied and added with the carry from the previous step. This generates one of the bits of the result and a carry. This carry is added in the next step and hence the process goes on. If more than one line are there in one step, all the results are added to the previous carry. In each step, least significant bit acts as the result bit and all other bits act as carry for the next step. Initially the carry is taken to be zero. To make the methodology more clear, an alternate illustration is given with the help of line diagrams in Figure 3 where the dots represent bit 0 or 1. [6]

![Figure 1: Multiplication of two decimal numbers by Urdhava Tiryakbhyam](image1.png)

![Figure 2: Line Diagram for Multiplication of Two 4-Bit Numbers](image2.png)

![Figure 3: Alternate Illustration of Multiplication](image3.png)
Firstly, least significant bits are multiplied which gives the least significant bit of the product (vertical). Then, the LSB of the multiplicand is multiplied with the next higher bit of the multiplier and added with the product of LSB of multiplier and next higher bit of the multiplicand (crosswise). The sum gives second bit of the product and the carry is added in the output of next stage sum obtained by the crosswise and vertical multiplication and addition of three bits of the two numbers from least significant position. Next, all the four bits are processed with crosswise multiplication and addition to give the sum and carry. The sum is the corresponding bit of the product and the carry is again added to the next stage multiplication and addition of three bits except the LSB. The same operation continues until the multiplication of the two MSBs to give the MSB of the product. For example, if in some intermediate step, we get 110, then 0 will act as result bit (referred as rn) and 11 as the carry (referred as cn). It should be clearly noted that cn may be a multi-bit number. Thus we get the following expressions:

\[ r_0 = a_0b_0; \]  
\[ c_{1r} = a_1b_0 + a_0b_1; \]  
\[ c_{2r} = c_1 + a_2b_0 + a_1b_1 + a_0b_2; \]  
\[ c_{3r} = c_2 + a_3b_0 + a_2b_1 + a_1b_2 + a_0b_3; \]  
\[ c_{4r} = c_3 + a_3b_1 + a_2b_2 + a_1b_3; \]  
\[ c_{5r} = c_4 + a_3b_2 + a_2b_3; \]  
\[ c_{6r} = c_5 + a_3b_3 \]  

With \( c_{6r}r_5r_4r_3r_2r_1r_0 \) being the final product. Hence this is the general mathematical formula applicable to all cases of multiplication.

The hardware realization of a 4-bit multiplier is shown in Figure 3. This hardware design is very similar to that of the famous array multiplier where an array of adders is required to arrive at the final product. All the partial products are calculated in parallel and the delay associated is mainly the time taken by the carry to propagate through the adders which form the multiplication array.

### 3. DESIGN & IMPLEMENTATION

The Vedic multiplier is implemented using VHDL and also other multipliers like booth multiplier and array multiplier are also implemented. The functional verification through simulation of the VHDL code was carried out using ModelSim SE 6.0 simulator. The entire code is completely synthesizable. The synthesis is done using Xilinx Synthesis Tool (XST) available with Xilinx ISE 9.1i.

The design is optimized for speed and area using Xilinx, device family Spartan3, package pg208, and speed grade -4.

Table 1 and Table 2 indicate the device utilization summary of the array, booth and Vedic multiplier for 8 bit and 16 bit respectively. Table 3 gives the timing report of the implementation in terms of maximum combinational path delay. While Figure 4 indicates the RTL schematic of the 8 bit Vedic multiplier, that of 8 bit Normal multiplier is indicated illustrated in Figure 5.

**TABLE 1**

<table>
<thead>
<tr>
<th>Name of the Multiplier</th>
<th>Number of slices</th>
<th>No of 4 i/p LUTs</th>
<th>No of IOs</th>
<th>No of bounded IOBs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>8 bit</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array multiplier</td>
<td>71 out of 768</td>
<td>123 out of 1536</td>
<td>33</td>
<td>32 out of 124</td>
</tr>
</tbody>
</table>
### TABLE 2
**DEVICE UTILIZATION SUMMARY**

<table>
<thead>
<tr>
<th>Name of the Multiplier (16 bit)</th>
<th>Number of slices</th>
<th>No of 4 i/p LUTs</th>
<th>No of IOs</th>
<th>No of bounded IOBs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array multiplier</td>
<td>290 out of 768</td>
<td>505 out of 1536</td>
<td>65</td>
<td>64 out of 124</td>
</tr>
<tr>
<td>Booth multiplier</td>
<td>499 out of 768</td>
<td>923 out of 1536</td>
<td>65</td>
<td>65 out of 124</td>
</tr>
<tr>
<td>Vedic multiplier</td>
<td>120 out of 768</td>
<td>240 out of 1536</td>
<td>90</td>
<td>90 out of 124</td>
</tr>
</tbody>
</table>

### TABLE 3
**MAXIMUM COMBINATIONAL PATH DELAY (ns)**

<table>
<thead>
<tr>
<th>Name of the Multiplier</th>
<th>8x8 bit</th>
<th>16x16 bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array multiplier</td>
<td>32.01ns</td>
<td>60.928 ns</td>
</tr>
<tr>
<td>Booth multiplier</td>
<td>29.549 ns</td>
<td>70.809 ns</td>
</tr>
<tr>
<td>Vedic multiplier</td>
<td>24.16ns</td>
<td>36.563 ns</td>
</tr>
</tbody>
</table>

### Figure 4: RTL schematic of 8 bit Vedic multiplier

### Figure 5: RTL schematic of 8 bit Normal multiplier

### 3.1 Simulation results:

[a] For Vedic multiplier (8x8 bit), multiplier a=00001000(8) and multiplicand b=00000100(4) and result=0000000000100000(32).

[b] For Vedic multiplier (16x16 bit), multiplier a=0000000000001000(8) and multiplicand b=0000000000000100(4) and result=00000000000000000000000000100000(32).

[c] For normal multiplier (8x8 bit), multiplier a=00001000(8) and multiplicand b=00000100(4) and result=0000000000100000(32).

[d] For normal multiplier (16x16 bit), multiplier a=0000000000001000(8) and multiplicand b=0000000000000100(4) and result=00000000000000000000000000100000(32).
Also, this Vedic multiplier is used in the computation of 2x2 matrix multiplication. Synthesis results are given in Table IV for 2x2 matrix multiplication using normal (array) multiplier and Vedic multiplier.

**TABLE 4**
SYNTHESIS REPORT

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of Slices</th>
<th>No of 4 i/p LUTs</th>
<th>No of bonded IOBs</th>
<th>No. of MULT 18x18s</th>
<th>Max Combinational path delay (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2x2 matrix using normal multiplier</td>
<td>176 out of 768</td>
<td>340 out of 153</td>
<td>12 out of 8</td>
<td>128 out of 124</td>
<td>4 out of 4</td>
</tr>
<tr>
<td>2x2 matrix using Vedic multiplier</td>
<td>48 out of 768</td>
<td>88 out of 153</td>
<td>96</td>
<td>64 of 124</td>
<td>4 out of 4</td>
</tr>
</tbody>
</table>

### 4. EXPERIMENTAL RESULTS

In this paper, an attempt is made to explore the design space for optimal implementation of Vedic multiplier using VHDL. It is observed that 86.71% lesser slices and also around 88% lesser four input look-up are utilized for Vedic multiplier compared to other multipliers. The percentage utilization of bonded IOBs is 64.48%. The rest of the FPGA can be downloaded with the designs of varying complexities, since enough resources are still available.

From the above synthesis report and timing report, it can be inferred that 8 bit Vedic multiplier achieves higher speed by reducing gate delay by factor of 24% compared to array multiplier and around 18.2% compared to booth multiplier. Similarly, 16 bit Vedic multiplier achieves higher speed by reducing gate delay by factor of 39.9% compared to array multiplier and around 48.36% compared to booth multiplier.

Vedic multiplier has the greatest advantage as compared to other multipliers over gate delays and regularity of structures. The results also suggest that Vedic multiplier is faster than other multipliers and thus this is extremely advantageous.

### 5. CONCLUSION

Vedic Mathematics gives us a clue of symmetric computation. Vedic mathematics deals with various topics of mathematics such as basic arithmetic, geometry, trigonometry, calculus etc. All these methods are very efficient as far as manual calculations are concerned. The proposed Vedic multiplier proves to be highly efficient in terms of the speed. The main advantage is delay increases slowly as the input bits increases. Most of the important DSP algorithms, such as convolution, discrete Fourier transforms, fast Fourier transforms, digital filters, etc incorporate multiply-accumulate computations. Since the multiplication time is generally far greater than the addition time, the total processing time for any DSP algorithm primarily depends upon the number of multiplications. Hence, this multiplier can be used to implement the above DSP algorithms.
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