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ABSTRACT
In current scenario of software industries, Software effort estimation is very important task for software manager for successful completion of the project. Prediction is always challenging task and in recent days effort estimation take many researcher’s attention. Prediction with more accuracy is also an important for prediction models. We use Feed-Forward Neural Network for software development effort estimation. In this paper we have shown that, Feed-Forward Neural Network gives much better results than other prediction models. The simulated results shows that, simple Neural network model predict software development effort more accurately.
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1. INTRODUCTION
In current situation of software industries, successful project completion within time is most important task for any industry. The management point of view effort prediction is complicated task. The average effort overrun appears to be 30-40 percent. Similar findings are reported for schedule overrun, with 65-80 percent of all projects facing overruns of the delivery date [6]. Effort overrun directly proportional to cost overrun, so accurate effort prediction is also important.

There are a lot many models available for prediction of software development effort and cost. COCOMO (COnstructive COst MOdel) is most commonly used model. But machine learning methods for software prediction are more appropriate, because they are more adaptable [2]. When we are talking about specifically software development effort prediction problem, the output (effort value) of the system is very complexly dependent on input parameters, such as size of the problem, experience and many other. Now this complex relationship cannot be described or expressed using simple mathematical equations. In such situations neural network is more suitable to use, the reason can easily understand if we see at architecture of neural networks shown in the next section.

Regression Analysis is more frequently used as prediction model from last two decades. Here in this paper authors have compared simulated results for software development effort estimation using regression analysis approach and Neural Network (NN) model. The evaluation criteria used for comparison are Mean Magnitude Relative Error (MMRE), Relative Standard Deviation (RSD) and Relative Mean Squared Error (MSE).

2. FEED-FORWARD NEURAL NETWORK
An Artificial Neural Network (ANN) is an information-processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. An ANN can be configured for a specific application, such as pattern recognition or data classification, through a learning process. ANNs incorporate the two fundamental components of biological neural networks:

- Neurons (nodes)
- Synapses (weights)

A neuron has a set of n synapses associated to the inputs. Each of them is characterized by a weight.

![Fig 1: An Artificial Neuron](image)

An artificial neural network is composed of many artificial neurons that are linked together according to specific network architecture. The objective of the neural network is to transform the inputs into meaningful outputs. The architecture of simple Feed-Forward Neural Network (FFNN) is shown in figure 2. It does not contain any self loop or any backward feed.
3. REGRESSION ANALYSIS

Regression Analysis is very often used as prediction model. It simply finds mathematical relationship between inputs and output. The basic formula for regression model is shown in eq.1.

\[ Y_{est} = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_n X_n \]  

(1)

Where, \( Y_{est} \) is estimated output, \( X_1, X_2, \ldots, X_n \) are \( n \) independent inputs. This is the basic linear regression model, which is used for linear relationship between inputs and output. While prediction problem is more complex and not linear, we can use logarithmic or non-linear regression model. The formula for logarithmic regression model is shown in eq.2.

\[ Y_{est} = \beta_0 + \beta_1 \ln X_1 + \beta_2 \ln X_2 + \ldots + \beta_n \ln X_n \]  

(2)

We have used both of these models for prediction of software effort.

4. EXPERIMENT STUDY

4.1 Data collection

Here for experiment we have used NASA[10] dataset, which contain size in term of KDLOC, methodology and effort value of 18 different NASA projects. The dataset is shown in table1.

<table>
<thead>
<tr>
<th>Project No.</th>
<th>KDLOC</th>
<th>Methodology</th>
<th>Actual Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90.2</td>
<td>30</td>
<td>115.8</td>
</tr>
<tr>
<td>2</td>
<td>46.2</td>
<td>20</td>
<td>96</td>
</tr>
<tr>
<td>3</td>
<td>46.5</td>
<td>19</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>54.5</td>
<td>20</td>
<td>90.8</td>
</tr>
<tr>
<td>5</td>
<td>31.1</td>
<td>35</td>
<td>39.6</td>
</tr>
</tbody>
</table>

4.2 Estimation Model

Here, in the experiment we have used two prediction models: regression model and Feed-Forward Neural Network model.

4.2.1 Regression model

Linear regression is traditional prediction model used for prediction of many fields. We have used linear regression model for comparison to logarithmic regression model. Logarithmic regression is more suitable or effort prediction. The reason is that here input to output relations are not linear.

4.2.2 Feed-Forward Neural Network Model

For this experiment we want to prove that NN model is more preferable for effort prediction, so we used very simple feed-forward NN model with three layers: Input Layer, Hidden Layer and Output Layer. The model we used is shown in figure 3.

![Fig 3: Feed-Forward Neural Network Model](image-url)

Here, we have used 3 hidden layers model.
4.3 Training and Testing
For training of prediction models we have used first 13 data projects of NASA[10] Dataset. Remaining 5 project data is used for testing of the models.

We have train FFNN using standard Back-propagation training algorithm. As we have very less data for learning, we have used high learning rate. Learning rate we assumed was 0.85. The learning iterations we implemented were 1500. Using this model we found effort for test set.

We found co-efficient of the both regression equations (linear and Logarithmic) using training dataset. Using those equations we found estimated effort value for testing dataset.

4.4 Result of Experiment
The results of estimated values for test dataset for all three models are shown in table 2. The comparison chart between actual effort and estimated values is shown in figure 4.

<table>
<thead>
<tr>
<th>Actual Effort</th>
<th>Estimated Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear Regression</td>
</tr>
<tr>
<td>5</td>
<td>6.327</td>
</tr>
<tr>
<td>8.4</td>
<td>10.3</td>
</tr>
<tr>
<td>98.7</td>
<td>111.132</td>
</tr>
<tr>
<td>15.6</td>
<td>16.739</td>
</tr>
<tr>
<td>23.9</td>
<td>20.575</td>
</tr>
</tbody>
</table>

4.5 Evaluation
We have evaluated different prediction models with three evaluation criteria: Mean Magnitude Relative Error (MMRE), Relative Standard Deviation (RSD) and Root Mean Squared Error (RMSE).

4.5.1 Mean Magnitude Relative Error (MMRE)
MMRE is most commonly used evaluation criterion for comparing different prediction models. MMRE is mean (average) value of Magnitude Relative Error (MRE). MRE can be calculated using equation 3.

\[ MRE_i = \frac{|E_i - \hat{E}_i|}{E_i} \]  

Where, \( \hat{E}_i \) is Estimated Effort and E is actual effort value.

MMRE is calculated using equation 4.

\[ MMRE(%) = \sum_{i=1}^{n} MRE_i \times 100 \]  

Now Tron Foss et. al. [12] shown that, MMRE is an unreliable criterion when used to select between competing prediction models. There is a high probability that MMRE will prefer a model with a bad fit to a model with a good fit to the data. Tron Foss et. al. [12] have suggested RSD is more appropriate for comparison of prediction models rather than MMRE. For this database MMRE shows same priorities of model as per other criteria.

4.5.2 Relative Standard Deviation (RSD)
As we mentioned before RSD is better evaluation criterion than MMRE for prediction Model. Equation 5 shows the formula to calculate RSD value.

\[ RSD = \sqrt{\frac{\sum (E_i - \hat{E}_i)^2}{n - 1}} \]  

Where, X is input value, E is actual effort value and \( \hat{E}_i \) is estimated Effort.

Root Mean Squared Error (RMSE)
This is traditional error measure used for identify error in any observation or prediction. RMSE can be find using formula shown in equation 6.

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (E_i - \hat{E}_i)^2} \]  

Table 3 shows the calculated values of evaluation criteria for related prediction Models. Figure 5, figure 6 and figure 7 contains chart for comparison of prediction models using different evaluation criteria.
### Table 3. Evaluation of Models

<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Linear Regression</th>
<th>Logarithmic Regression</th>
<th>Feed-Forward NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMRE (%)</td>
<td>16.59</td>
<td>10.41</td>
<td>7.22</td>
</tr>
<tr>
<td>RSD</td>
<td>0.40</td>
<td>0.31</td>
<td>0.25</td>
</tr>
<tr>
<td>RMSE</td>
<td>5.86</td>
<td>4.80</td>
<td>2.86</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND FUTURE WORK

The similar studies have been done by I. F. de Barcelos Tronto et al. [13] and R. Bhatnagar et. al.[14]. They have concluded that the Neural Network approach for effort estimation is more preferable over regression model. Here in this study we have got results which prove the same conclusion. Moreover in this paper with the help of experimental study, we have observed that logarithmic regression is more appropriate for estimation of software development effort. Experiment results and evaluation also proved that FFNN predict more accurately compare to other regression models.

For future work we can suggest to study about more independent parameters for estimation of effort, which effect effort value indirect way.
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