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ABSTRACT 
Artificial Neural Network is a branch of Artificial 

intelligence, has been accepted as a new technology in 

computer science. Neural Networks are currently a 'hot' 

research area in medicine, particularly in the fields of 

radiology, urology, cardiology, oncology and etc. It has a 

huge application in many areas such as education, business; 

medical, engineering and manufacturing .Neural Network 

plays an important role in a decision support system. In this 

paper, an attempt has been made to make use of neural 

networks in the medical field (carcinogenesis (pre-clinical 

study)). In carcinogenesis, artificial neural networks have 

been successfully applied to the problems in both pre-clinical 

and post-clinical diagnosis. The main aim of research in 

medical diagnostics is to develop more cost-effective and 

easy–to-use systems, procedures and methods for supporting 

clinicians. It has been used to analyze demographic data from 

lung cancer patients with a view to developing diagnostic 

algorithms that might improve triage practices in the 

emergency department. For the lung cancer diagnosis 

problem, the concise rules extracted from the network 

achieve an high accuracy rate of on the training data set and 

on the test data set.  

 Keywords:  
Neural networks, fuzzy logic, carcinogenesis, lung cancer , 

rule extraction, back propagation ,medical decision making, 

decision support systems. 

 

Introduction  

In recent years machine learning methods have been widely 

used in prediction, especially in medical diagnosis. Medical 

diagnosis is one of major problem in medical application. 

Several research groups are working world wide on the 

development of neural networks in medical diagnosis. Neural 

networks are used to increase the accuracy and objectivity of 

medical diagnosis. ‘Neural networks’ research and 

application have been studied for a half of hundred years 

A detailed study on Artifical Neural Network (ANN) can be 

seen in  "Neural and Adaptive Systems: Fundamentals 

Through Simulations "by Principe, Euliano, and 

Lefebvre(2000). Paulo J. Lisboa and Azzam F.G. Taktak 

(2006) had done a systematic review on artificial neural 

networks in decision support in cancer. This paper reports on  

 

a systematic review that was conducted to assess the benefit 

of artificial neural networks (ANNs) as decision making tools 

in the field of cancer. This paper reviews the clinical fields 

where neural network methods figure most prominently, the 

main algorithms featured, methodologies for model selection 

and the need for rigorous evaluation of results. Derong Liu; 

Zhongyu Pang; Lloyd, S.R (2008) developed an innovative 

signal classification method that is capable of differentiating 

subjects with sleep disorders which cause excessive daytime 

sleepiness (EDS) from normal control subjects who do not 

have a sleep disorder based on EEG and pupil size. Then, In 

addition to the use of Yoss pupil staging rule for scaling 

levels of wakefulness, an artificial neural network (NN) of 

modified adaptive resonance theory (ART2) is utilized to 

identify the two groups within a combined group of subjects 

including those with OSA and healthy controls. This results 

in 90% correct differentiation between narcoleptic and 

control subjects. Street W.N(2003),  produced prediction 

results in to breast cancer data sets using a modification of 

ANN model. This model predicts probabilities of recurrence 

at different time intervals for each patient and has made an 

attempt to differentiate patients with ‘good’ or ‘bad’ 

prognosis. Sansanee Auephanwiriyakul ,Siripen 

Attrapadung,Sutasinee Thovutikul and Nipon Theera-Umpon 

(2005) trained Neural Network using  back propagation and 

achieved an accuracy level on the test data of approximately 

94% on breast cancer data. Seker .H., Odetao M.,Petroric D. 

and Naguib R.N.G(2003) presented another BP-ANN  

attempt where they used 47  input features and achieved an 

accuracy of 95%. Zhi-Hua Zhou, Yuan Jiand (2003) have 

described a  artificial network ensemble, which is helpful  for 

utilizing the power of artificial neural network ensembles in 

reliable applications such as  diabetes,  hepatitis and breast 

cancer. In the review work of  Kornel papik 

,Zalan,Dombovari,Zsolt tulassay ,Janos feher and Bela 

molnar (1998), computer generated neural network and its 

applications have been described. A study the of applications 

of neural network in basic sciences, clinical medicine, signal 

processing and interpretation and medical image processing 

can be seen in Wan Hussain ,Wan Ishak (2002). Rusovick 

and Warner (1997) define telemedicine as any instance of 

medical care occurring via the internet and using real-time 

video-teleconferencing equipment as well as more specialized 
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medical diagnostic equipment. Norsarini Salim (2004) 

discusses how Neural Network approach can diagnose 

disease using patient medical data such as breast cancer, heart 

failure, medical images, acidosis diseases, and lung cancer. 

Peter M. Ravdin, et al(1992) and Wu, Y., et al developed a 

neural network model to diagnose  breast cancer. Frenster, 

J.H.(1990) described the Neural Network model for Pattern 

Recognition in Medical Diagnosis.  

A method of selecting training data for neural network is 

presented in Hernandez, C.A. et al (1993) Eberhart, R.   

Micheli-Tzanako(1990) deals with various aspects and 

applications of neural networks in a wide spectrum of 

biomedical engineering problems. Meng Joo Er  , Shiqian 

Wu  , Juwei Lu&   Hock Lye Toh (1999) have developed 

efficient neural network approach  using a radial basis 

function (RBF) neural classifier to cope with small training 

sets of high dimension.  Jari J. Forsstrm , Kevin J. Dalton  

(1995) developed connectionist models such as neural 

networks, which define relationships among input data that 

are not apparent when using other approaches. They also 

reviewed the use of neural networks in medical decision 

support. Paulo J. Lisboa , Azzam F. G. Taktak(2006) assess 

the benefit of artificial neural networks (ANNs) as decision 

making tools in the field of cancer.  In the work of G Wilym 

s. Lodwick,M.D.,Richard Conners  and Charles A. Harlow 

(1979), an efficient neural network model has been developed 

to diagnosis the carcinogenesis. Neural network have been 

applied to breast cancer diagnosis. Kiyan and Yildirim(2003) 

employed Radial Basis Function, General Regression Neural 

Network and Probabilistic Neural Network in order to get the 

suitable result. 

 

Cancer disease pre-clinical Detection and 

Neural Networks  
 Carcinogenesis (the creation of cancer), is the process by 

which normal cells are transformed into cancer cells. (In other 

words, uncontrolled and dangerous cell growth). Cancer is the 

general name for over 100 medical conditions involving 

uncontrolled and dangerous cell growth. One of the major 

determinants of an individual susceptibility to cancer is sex - 

An obvious distinction that accounts for much of the variation 

in cancer incidence. There are a number of cancers to which 

only males are susceptible or to which only females are 

susceptible. For eg., females have no risk of ever experiencing 

cancer of prostrate, penis and males are not threatened by 

ovarian ,endometrial or cervical cancers. The next factor of 

susceptibility to cancer is age –Susceptibility to cancer is low 

for persons under thirty years of age and increases steadily in 

subsequent age groups, while middle aged persons and 

particularly older persons are more susceptible to cancer. The 

third factor is genetic predisposition - Some adult cancers 

show the effects of genetic transmission of susceptibility 

although other factors may be more prominently associated 

with their development. Lung cancer is an example of such 

inherited susceptibility. In case of female breast cancer, close 

relatives of breast cancer patients have a high risk of breast 

cancer two or three times that of women with no family history 

of breast cancer. The fourth factor considered is geographic 

variations - Scientists suggest that some cancer is caused by 

environmental conditions.  

Today, cancer constitutes a major health problem. Lung cancer 

is one of the most common and deadly diseases in the world. It 

is the second leading cause of death .The most common risk 

factor for lung cancer is smoking, due to the harmful 

carcinogens found in tobacco smoke. Cancer of the lung is 

mostly related to smoking or tobacco use. When burned, 

cigarette smoke contains over 4000 chemicals, with over 60 of 

them being known carcinogens. Compared to nonsmokers, 

men who smoke are about 23 times more likely to develop 

lung cancer and women who smoke are about 13 times more 

likely. Smoking causes about 90% of lung cancer deaths in 

men and almost 80% in women. (For women, the risk of 

cervical cancer increases with the duration of smoking).  

 Neural networks are important tools for cancer detection and 

monitoring. The ability of the physicians to effectively treat 

and cure cancer is directly dependent on their ability to detect 

cancers at their earliest stages. An initial diagnosis called early 

diagnosis is made based on the demographic and clinical data 

of the patient. More than 30% cancer deaths are preventable. 

Curing cancer has been a major goal of medical researchers for 

decades, but development of new treatment takes time and 

money. Science may yet find the root causes of all cancers and 

develop safer methods for shutting them down before they 

have a chance to grow or spread. Artificial neural networks 

offer a completely different approach to problem solving and 

they are sometimes called the sixth generation of computing. 

The aim of this research is to apply neural networks and their 

associated analysis techniques to Health care, specifically to 

the management of lung cancer patients. Artificial neural 

networks now are used in many fields. They have become well 

established as viable, multipurpose, robust computational 

methodologies with solid theoretic support and with strong 

potential to be effective in any discipline, especially medicine. 

Over the last two decades, a tremendous amount of research 

work has been conducted for automated cancer diagnosis. 

Chiou et al.(2003)  designed an artificial neural network based 

hybrid lung cancer detection system named HLND, which 

improves the accuracy of diagnosis and the speed of lung 

cancerous pulmonary radiology. It includes the processing 

phases, such as pre-processing to enhance the figure-

background contrast, quick selection of nodule suspects based 

upon the most prominent feature of nodules and complete 

feature space determination and neural classification of 

nodules. Gutte, Henrik (2007) developed a completely 

automated method based on image processing techniques and 

artificial neural networks for the interpretation of combined 

fluorodeoxyglucose (FDG) positron emission tomography 

(PET) and computed tomography (CT) images for the 

diagnosis and staging of lung cancer. Kenji Suzuki(2003) 

investigated a pattern-recognition technique based on an 

artificial neural network (ANN). Penedo et al (1998) 

developed a system that employed an artificial neural network 

to detect suspicious regions in a low-resolution image and 

employed another artificial neural network to deal with the 

curvature peaks of the suspicious regions, which was used in 

the detection of lung nodules found on digitized chest 

radiographs. Bartfay (2006) proposed a neural network model. 

Utilizing data on patients from two National Cancer Institute 

of Canada clinical trials, he compared predictive accuracy of 

neural network models and logistic regression models on risk 

of death of limited-stage small-cell lung cancer patients. 
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Background:  Neural Network 
The construction of the  neural network involves three 

different layers with feed forward architecture. This is the most 

popular network architecture in use today. The input layer of 

this network is a set of input units, which accept the elements 

of input feature vectors. The input units(neurons) are fully 

connected to the hidden layer with the hidden units. The 

hidden units (neurons) are also fully connected to the output 

layer. The output layer supplies the response of neural network 

to the activation pattern applied to the input layer. The 

information given to a neural net is propagated layer-by-layer 

from input layer to output layer through (none) one or more 

hidden layers. 
 Important issues in MultiLayer Perceptrons (MLP) design 

include specifications of the number of hidden layers and the 

number of units in these layers. The number of input and 

output units is defined by the problem the number of hidden 

units of use is far from clear. That is the amount of hidden 

layers and their neurons is more difficult to determine. A 

network with one hidden layer is sufficient to solve most tasks. 

The universal approximation theorem for neural networks 

states that every continuous function that maps intervals of real 

numbers to some output interval of real numbers can be 

approximated arbitrarily closely by a multi-layer perception 

with just one hidden layer. There is no theoretical reason ever 

to use more than two hidden layers. It is also been seen that for 

the vast majority of principal problems .Those problems that 

require two hidden layers are only rarely encountered in real 

life situations. Using more than one hidden layer is almost 

never beneficial. It often slows dramatically when more hidden 

layers are used .None of the known problems needs a network 

with more than three hidden layers in order to be solved error. 

Choosing an appropriate number of hidden nodes is important. 

A common approach is to start with a larger number of nodes 

and then employ network pruning algorithms for optimization. 

An excessive number of hidden neurons may cause a problem 

called ‘overfitting’. L Rawtani (2001) suggested choosing the 

number of hidden nodes should be one or more than the 

training points on the curve. The number of neurons in the 

hidden layers may equivalent to the control points. Here the 

average number of control points (4) has been assigned as the 

number of hidden neurons. 

 

 The Model  

Artificial Neural Network model could perform "intelligent" 

tasks similar to those performed by the human brain. 

Artificial neural network models offer a completely different 

approach to problem solving and they are sometimes called 

the sixth generation of computing.  In the network the input  

 

 

neuron values are the demographic data concerns information 

such as patient’s age, sex etc.  The hidden neuron values are 

based on heuristic diagnostic knowledge represents 

experience accumulated through years and concerns the way 

an expert uses the patient data to make diagnoses.  The 

heuristic knowledge has been acquired interviewing experts 

in the field and constructed a diagnostic tree based on criteria. 

A feature vector x consists of n components denoted by x1, 

x2, x3…. where xi represents a variable that is relevant to the 

classification problem. Nominal variables are used to 

represent the input values in the nodes of the input layer . 

Nominal variables may be two-state or many-state. A two-

state nominal variable is easily represented by transformation 

into a numeric value. In this number of numeric variables 

represent the single nominal variable. The number of numeric 

variables equals the number of possible values; one of the N 

variables is set and the others are cleared. Neural networks 

has facilities to convert both two-state and many-state 

nominal variables .They can be represented using an  

encoding known as one-of-N encoding .  The hidden layer 

contains four hidden neurons h1, h2, h3 and h4 which represent 

the symptoms of lung cancer. The output layer contains two 

neurons that produce the binary outputs.  

 

Training the model 

Once a network has been structured for a particular 

application, that network is ready to be trained. To start this 

process the initial weights are chosen randomly. Then, the 
training, or learning, begins. The ANN has been trained by 
exposing it to sets of existing data (based on the follow up 

history of cancer patients) where the outcome is known. 

Multi-layer networks use a variety of learning techniques; the 

most popular is back – propagation algorithm. It is one of the 

most effective approaches to machine learning algorithm 

developed by David Rummelhart and Robert McLelland 

(1994). Information flows from the direction of the input 

layer towards the output layer. A network is trained rather 

than programmed. Learning in ANN’s is typically 

accomplished using examples. This is also called ‘training’ in 

ANN’s because the learning is achieved by adjusting the 

connection weights in ANN’s iteratively so that trained (or 

learned) .The number of iterations of the training algorithm 

and the convergence time will vary depending on the weight 

initialization. After repeating this process for a sufficiently 

large number of training cycles the network will usually 

converge to some state where the error of the calculations is 

small. In this case one says that the network has learned a 

certain target function. Learning techniques are often divided 

into supervised, unsupervised and reinforcement learning.  
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The  neural network structure is shown in the following figure: 
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Nominal variables are used to represent the input values in 

the the nodes of the input layer . Nominal variables may be 

two-state or many-state.A two-state nominal variables is 

easily represented by transformation into a numeric value 

.For e.g, Male =0 , Female=1.Many-state nominal variables 

are more difficult to handle.Thay can be represented using 

an  encoding .known as one-of-N encoding In this number 

of numeric variables represent the single nominal 

variable.The number of numeric variables equals the number 

of possible values ;one of the N variables is set and the 

others are cleared. For e.g age <35={1,0,0},age  >=35<=55 

={0,1,0}, age>55={0,0,1}.Similarly the other input values 

are represented .Neural networks has facilities to convert 

both two-state and many-state nominal variables . 

 

It is well known that the performance of learning systems on 

the training data often does not reflect the performance on 

unknown data. This  is  due  to  the  fact that the  system 

often adapts well on  training  to  the particularities  of  the  

training data. Therefore,  the  training  data  should  be  

randomly  chosen  from  all  available data.  It should 

represent the typical data properties. If we have initially a 

bias in the training data you will encounter performance 

problems for the test data later. In order to test the real 

generalization abilities of a network to unknown data, it 

must be  tested by classified, but yet unknown data, the  test  

data  that  should  not contain  samples  coming  from  

patients  of  the  training  data. We  have  to  face  the fact  

that patient data  is  very  individual  and  it  is difficult  to  

generalize  from  one patient to another. Ignoring this fact 

would pretend better results than a real system could 

practically achieve. 

 

Selection of weights 
Initially, the weights on all the interconnections are set to be 

small random numbers [Carlos Hernandez 2001], and the 

network is said to be “untrained.”  The weights of each 

neuron (node) were randomly initialized to values between -

1 and +1. The last layer is the output layer, and activation 

levels of the neurons in this layer are considered to be the 

output of the neural network. The network then is presented 

with a training data set, which provides inputs and desired 

outputs to the network. Weight training in ANN’s is usually 

formulated as minimization of an error function [xin] has the 

mean square error between target and actual outputs 

averaged overall examples, by iteratively adjusting 

connection weights. Weights are adjusted in such a way that 

each weight adjustment increases the likelihood that the 

network will compute. To adjust weights is calculated and 

the weights are then changed such that the error decreased 

(thus going downhill on the surface of the error function). 

The probability of successful convergence will depend on 

the weight initialization scheme. For this reason back-

propagation can only be applied on networks with 

differentiable activation functions. 

 

Typically, initial small random weights are updated 

gradually. 

A small change is done at each cycle of the network training 

phase, which is guided by the direction (signal) of the error, 

and a constant of proportionality(or learning rate)according 

to where ∆ is the difference between target (desired output) 

and real output, and a is the value entered in the input unit. 

The updated weight is calculated by summing the w and the 

initial weight. The basic idea underlying the learning 

algorithms usually utilized in neural networks is simple. The 

proposed model is trained with back propagation algorithm. 

The error backpropagation (EBP) training of a multilayer 

perceptron (MLP) may require a very large number of 

training epochs. Although the training time can usually be 

reduced considerably by adopting an on-line training 

paradigm, it can still be excessive when large networks have 

to be trained on lots of data, it offers improved accuracy, 

speed, and robustness against badly scaled inputs. A major 

characteristic of EBP is its utilization of weight specific 

learning rates whose relative magnitudes are derived from a 

priori computable properties of the network and the training 

data Martens, J.-P.   Weymaere, N (2002).The model starts 

with small random real numbers as the starting weights. At 

each training cycle, the error is calculated, and the weights 

are changed in the direction that minimizes the error. The 

error surface has as many dimensions as the number of 

weights, and all the weights obey this basic principle.This 

process of changing the weights or updating the weights is 

called training.All weights are kept until the end of 

training.Training is an external process.Learning is the 

internal process.Learning in neural networks is performed 

by iteratively modifying weights such that the desired output 

is eventually produced by the network, with a minimal 

amount of error.(John Paul 2006) It is almost never 

necessary to continue training until the training error stops 

decreasing; the best performance on the development set 

will almost always occur at an earlier iteration. Also best 

performance on the development set occurs after about 20 to 

30 iterations, and so training is done for a fixed number of 

iterations, usually between 30 and 45. 

  

Data description and Training data  

MATLAB is derived from MATrix LABoratory. The 

MatLab programming language is exceptionally 

straightforward since almost every data object is assumed to 

be an array It is an interactive, matrix-based system for 

scientific and engineering numeric computation and 

visualization. The data obtained from various hospitals were 

used for this study. Initially fifty samples are given in 

matlab. Matlab relieves you of a lot of the mundane tasks 

associated with solving problems numerically. Powerful 

operations can be performed using just one or two 
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commands. . It includes high-level functions for two-

dimensional and three-dimensional data visualization, image 

processing, animation, and presentation graphics. 

Initially 100 lung cancer patients data has been collected 

from various hospitals and trained with the neural networks. 

It gives more than 87% of accuracy.The present algorithm is 

fast ,taking only few seconds of execution time .The results 

are found to be better  using back propagation algorithm. 

In this paper, an attempt has been made to make use of 

neural networks in the medical field 
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               CONCLUSION  

Lung cancer is one of the most common and deadly diseases 

in the world.Detection of lung cancer in its early stage is the 

key of its cure. The automatic diagnosis of lung cancer is an 

important, real-world medical problem.In this paper the 

author has shown how  neural networks are used in actual 

clinical diagnosis of lung cancer .Neural network model, a 

diagnostic system that performs at an accuracy level is 

constructed here. In this work, the performance of neural 

network structure was investigated for lung cancer diagnosis 

problem. People can be checked for lung cancer disease 

quickly and painlessly and thus detecting the disease at an 

early stage. Of course, They would become perfect ‘doctors 

in a box’, assisting or surpassing clinicians with tasks like 

diagnosis.  This work indicates that neural network can be 

effectively used for lung cancer diagnosis to help 

oncologists. The prediction could help doctor to plan for a 

better medication and provide the patient with early 

diagnosis. 
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